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The event area may be indoors and/or outdoors.
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AUTOMATED AERIAL VEHICLE WIRELESS
COMMUNICATION AND NETWORKS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority to U.S. Pat. No.
8,825,226, filed Dec. 17, 2013, entitled “Deployment of
Mobile Automated Vehicles,” and U.S. Pat. No. 9,260,028,
filed Aug. 14, 2014, entitled “Relay Locations For Mobile
Automated Vehicles,” both of which are incorporated herein
by reference in their entirety.

BACKGROUND

[0002] Locations, such as houses, stadiums, buildings, etc.,
are often configured with multiple infrastructure compo-
nents, such as lighting, audio, video, networking, etc. Indi-
viduals and/or devices positioned within these locations often
rely on the operation of the infrastructure components. When
there is an interruption in an infrastructure component, the
services or functions being performed by the humans and/or
devices may also be interrupted. For example, individuals
located in an office building rely on lighting and networking
for their business to operate. If the lighting goes out, many of
the functions performed by the individuals cannot be com-
pleted in the dark.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] The detailed description is described with reference
to the accompanying figures. In the figures, the left-most
digit(s) of a reference number identifies the figure in which
the reference number first appears. The use of the same ref-
erence numbers in different figures indicates similar or iden-
tical components or features.

[0004] FIG. 1 depicts a block diagram of a materials han-
dling facility, according to an implementation.

[0005] FIG. 2 depicts a block diagram of a top-down view
of an example automated mobile vehicle, according to an
implementation.

[0006] FIG.3 depicts ablock diagram of various automated
mobile vehicles and recovery locations, according to an
implementation.

[0007] FIG. 4 depicts a block diagram of an automated
mobile vehicle environment, according to an implementa-
tion.

[0008] FIG. 5 is a flow diagram illustrating an example
automated mobile vehicle deployment process, according to
an implementation.

[0009] FIG. 6 is a flow diagram illustrating an example
automated mobile vehicle distribution process, according to
an implementation.

[0010] FIG. 7 is a flow diagram illustrating an example
automated mobile vehicle relief process, according to an
implementation.

[0011] FIG. 8 is a block diagram illustrating various com-
ponents of an automated mobile vehicle control system,
according to an implementation.

[0012] FIG. 9 is a block diagram of an illustrative imple-
mentation of a server system that may be used with various
implementations.

[0013] While implementations are described herein by way
of example, those skilled in the art will recognize that the
implementations are not limited to the examples or drawings
described. It should be understood that the drawings and
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detailed description thereto are not intended to limit imple-
mentations to the particular form disclosed but, on the con-
trary, the intention is to cover all modifications, equivalents
and alternatives falling within the spirit and scope as defined
by the appended claims. The headings used herein are for
organizational purposes only and are not meant to be used to
limit the scope of the description or the claims. As used
throughout this application, the word “may” is used in a
permissive sense (i.e., meaning having the potential to),
rather than the mandatory sense (i.e., meaning must). Simi-
larly, the words “include,” “including,” and “includes” mean
including, but not limited to.

DETAILED DESCRIPTION

[0014] This disclosure describes an automated mobile
vehicle (“AMV”) system and process for autonomously
deploying automated mobile vehicles to provide infrastruc-
ture components when other existing infrastructure compo-
nents become inoperable. For example, if a wireless network
access point within a materials handling facility becomes
inoperable, the event (inoperability of an infrastructure com-
ponent) is detected and an AMV configured with a wireless
network access point is deployed to a position within the
materials handling facility so that it canreplace the inoperable
wireless network access point. In some implementations, the
position of the deployed AMV may be the location of the
inoperable wireless network access point. In other implemen-
tations, the position of the deployed AMV may be at a relief
location (discussed below) near the inoperable wireless net-
work access point, wherein the AMV can receive power,
network connectivity and the like.

[0015] While the above example discusses the use of an
AMYV to replace an inoperable wireless network access point,
any number and/or combination of AMV's may be deployed to
provide a variety of services, functions and/or functionality
(collectively referred to herein as “coverage”). For example,
AMVs may be deployed to provide temporary lighting, audio
input, audio output, video input, video output, a wireless
network, a wireless network access point, etc.

[0016] Likewise, while the above example discusses using
one AMV to replace an inoperable infrastructure component,
in other implementations, multiple AMVs may be deployed
with the same and/or different components to cover an area,
referred to herein as an event area. The multiple AMV's may
all provide the same coverage and/or one or more of the
AMVs may provide different types of coverage. For example,
some AMVs may provide emergency lighting while other
AMVs may provide audible output (e.g., audible directions to
an exit).

[0017] The implementations discussed herein may be uti-
lized in both indoor environments, such as within buildings,
stores, homes, stadiums, materials handling facilities, and/or
outdoor environments, such as parks, streets, amphitheaters,
etc. As used herein, a materials handling facility may include,
but is not limited to, warehouses, distribution centers, cross-
docking facilities, order fulfillment facilities, packaging
facilities, shipping facilities, rental facilities, libraries, retail
stores, wholesale stores, museums, or other facilities or com-
binations of facilities for performing one or more functions of
materials (inventory) handling.

[0018] A “recovery location,” as used herein, is any station-
ary or movable location configured in such a manner that an
AMYV can dock, land or otherwise position itself on the recov-
ery location and charge (e.g., power modules), receive net-
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work connectivity, replace batteries, receive updates (e.g.,
software or firmware updates), and/or receive service. For
example, a recovery location may be a transportation unit
(e.g., car, truck, van, train, ship), top of a cellular tower,
building rooftop, ledge within a building, hook to which the
AMYV can attach, etc. As discussed below, the charging, net-
work connectivity, updates, etc., may be provided via direct
physical connection (e.g., wired connection) or through a
wireless connection, such as conductive charging.

[0019] An implementation of a materials handling facility
configured to store and manage inventory items is illustrated
in FIG. 1. As shown, a materials handling facility 100
includes areceiving area 120, a storage area 130 configured to
store an arbitrary number of inventory items 135A-135N, and
one or more transition areas 140. The arrangement of the
various areas within materials handling facility 100 is
depicted functionally rather than schematically. For example,
in some implementations, multiple different receiving areas
120, storage areas 130 and transition arcas 140 may be inter-
spersed rather than segregated. Additionally, the materials
handling facility 100 includes an inventory management sys-
tem 150 configured to interact with each of receiving area
120, storage area 130, transition area 140 and/or users within
the materials handling facility 100.

[0020] The materials handling facility 100 may be config-
ured to receive different kinds of inventory items 135 from
various suppliers and to store them until a customer orders or
retrieves one or more of the items. The general flow of items
through materials handling facility 100 is indicated using
arrows. Specifically, as illustrated in this example, items 135
may be received from one or more suppliers, such as manu-
facturers, distributors, wholesalers, etc., at receiving area
120. In various implementations, items 135 may include mer-
chandise, commodities, perishables, or any type of item
depending on the nature of the enterprise that operates the
materials handling facility 100.

[0021] Upon being received from a supplier at receiving
area 120, items 135 may be prepared for storage. For
example, in some implementations, items 135 may be
unpacked or otherwise rearranged, and the inventory man-
agement system 150 (which, as described below, may include
one or more software applications executing on a computer
system) may be updated to reflect the type, quantity, condi-
tion, cost, location or any other suitable parameters with
respect to newly received items 135. It is noted that items 135
may be stocked, managed or dispensed in terms of countable,
individual units or multiples of units, such as packages, car-
tons, crates, pallets or other suitable aggregations. Alterna-
tively, some items 135, such as bulk products, commodities,
etc., may be stored in continuous or arbitrarily divisible
amounts that may not be inherently organized into countable
units. Such items 135 may be managed in terms of measur-
able quantities, such as units of length, area, volume, weight,
time duration (e.g., expiration dates) or other dimensional
properties characterized by units of measurement. Generally
speaking, a quantity of an item 135 may refer to either a
countable number of individual or aggregate units of an item
135 or a measurable amount of an item 135, as appropriate.

[0022] After arriving through receiving area 120, items 135
may be stored within storage area 130. In some implementa-
tions, like items 135 may be stored or displayed together in
bins, on shelves or via other suitable storage mechanisms,
such that all items 135 of a given kind are stored in one
location. In other implementations, like items 135 may be
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stored in different locations. For example, to optimize
retrieval of certain items 135 having high turnover within a
large physical facility, those items 135 may be stored in
several different locations to reduce congestion that might
occur at a single point of storage.

[0023] When a customer order specifying one or more of
items 135 is received, or as a user progresses through the
materials handling facility 100, the corresponding items 135
may be selected or “picked” from storage area 130. For
example, in one implementation, a user may have a list of
items to pick and may progress through the materials han-
dling facility picking items 135 from the storage area 130. In
other implementations, materials handling facility employees
may pick items 135 using written or electronic pick lists
derived from customer orders.

[0024] Receiving 120, storing 130, picking, packing, and
transitioning items may be done by humans and/or devices. In
many instances, these humans and/or devices rely on the
infrastructure of the materials handling facility to perform
their tasks (e.g., receiving, storing, picking, packing). If an
infrastructure component becomes inoperable, the humans
and/or devices may notbe able to perform their tasks and may
likewise become inoperable or less efficient. As discussed
below, the implementations described herein reduce this
problem by deploying one or more AMVs to locations within
the materials handling facility that can provide or replace the
inoperable infrastructure component. For example, an AMV
may be configured to provide lighting, wireless network,
audio, and/or video such that it can be deployed to a position
within the materials handling facility upon the detection of an
event (an infrastructure component becoming inoperable).
[0025] FIG. 2 illustrates a block diagram of a top-down
view of an AMV 200, according to an implementation. In the
example of FIG. 2, the AMV is an aerial vehicle. In other
implementations, the AMV may be ground and/or water
based. For example, the AMV may be a mobile drive unit that
utilizes wheels and a motor for propulsion, as illustrated in
FIG. 3.

[0026] Asillustrated in FIG. 2,the AMV 200 includes eight
propellers 202-1, 202-2, 202-3, 202-4, 202-5, 202-6, 202-7,
202-8 spaced about the frame 204 of the AMV. The propellers
202 may be any form of propeller (e.g., graphite, carbon fiber)
and of a size sufficient to lift the AMV 200 and any compo-
nent (e.g., wireless network access point, light, speaker, cam-
era, microphone) engaged by the AMV 200 so that the AMV
200 can navigate through the air to a position within an event
area. While this example includes eight propellers, in other
implementations, more or fewer propellers may be utilized.
Likewise, in some implementations, the propellers may be
positioned at different locations on the AMV 200. In addition,
alternative methods of propulsion may be utilized for an
aerial AMV 200. For example, fans, jets, turbojets, turbo fans,
jet engines, and the like may be used to propel the AMV.
Likewise, ifthe AMV is ground and/or water based, still other
forms of propulsion may be utilized, such as, but not limited
to, motors, wheels, tracks, arms, etc.

[0027] The frame 204 of the AMV 200 may likewise be of
any suitable material, such as graphite, carbon fiber and/or
aluminum. In this example, the frame 204 of the AMV 200
includes four rigid members 205-1, 205-2, 205-3, 205-4, or
beams arranged in a hash pattern with the rigid members
intersecting and joined at approximately perpendicular
angles. In this example, rigid members 205-1 and 205-3 are
arranged parallel to one another and are approximately the
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same length. Rigid members 205-2 and 205-4 are arranged
parallel to one another, yet perpendicular to rigid members
205-1 and 205-3. Rigid members 205-2 and 205-4 are
approximately the same length. In some embodiments, all of
the rigid members 205 may be of approximately the same
length while, in other implementations, some or all of the
rigid members may be of different lengths. Likewise, the
spacing between the two sets of rigid members may be
approximately the same or different.

[0028] While the implementation illustrated in FIG. 2
includes four rigid members 205 that are joined to form the
frame 204, in other implementations, there may be fewer or
more components to the frame 204. For example, rather than
four rigid members, in other implementations, the frame 204
of the AMV 200 may be configured to include six rigid
members. In such an example, two of the rigid members
205-2, 205-4 may be positioned parallel to one another. Rigid
members 205-1, 205-3 and two additional rigid members on
either side of rigid members 205-1, 205-3 may all be posi-
tioned parallel to one another and perpendicular to rigid
members 205-2, 205-4. With additional rigid members, addi-
tional cavities with rigid members on all four sides may be
formed by the frame 204. As discussed further below, a cavity
within the frame 204 may be configured to include a compo-
nent for use in replacing an inoperable infrastructure compo-
nent.

[0029] Insome implementations, the AMV may be config-
ured for aerodynamics. For example, an aerodynamic hous-
ing may be included on the AMV that encloses the AMV
control system 210, one or more of the rigid members 205, the
frame 204 and/or other components of the AMV 200. The
housing may be made of any suitable material(s), such as
graphite, carbon fiber, aluminum, etc. Likewise, in some
implementations, the location and/or the shape of the com-
ponent(s) (e.g., light, camera, microphone, speaker, wireless
network access point) may be aerodynamically designed. In
some implementations, the AMV may be configured to
removably couple with a component (e.g., camera, speaker,
microphone, light) such that the same AMV may be able to
transport and utilize different components.

[0030] The propellers 202 and corresponding propeller
motors are positioned at both ends of each rigid member 205.
The propeller motors may be any form of motor capable of
generating enough speed with the propellers to lift the AMV
200 and any coupled component thereby enabling aerial
transport of the component. For example, the propeller
motors may each be a FX-4006-13 740 kv multi rotor motor.
[0031] Extending outward from each rigid member is a
support arm 206 that is connected to a safety barrier 208. In
this example, the safety barrier is positioned around and
attached to the AMV 200 in such a manner that the motors and
propellers 202 are within the perimeter of the safety barrier
208. The safety barrier may be plastic, rubber, etc. Likewise,
depending on the length of the support arms 206 and/or the
length, number or positioning of the rigid members 205, the
safety barrier may be round, oval, or any other shape.

[0032] Mounted to the frame 204 is the AMV control sys-
tem 210. In this example, the AMV control system 210 is
mounted in the middle and on top of the frame 204. The AMV
control system 210, as discussed in further detail below with
respect to FIG. 8, controls the operation, navigation, and/or
communication of the AMV 200.

[0033] Likewise, the AMV 200 includes one or more power
modules 212. In this example, the AMV 200 includes two
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power modules 212 that are removably mounted to the frame
204. The power modules for the AMV may be in the form of
battery power, solar power, gas power, super capacitor, fuel
cell, alternative power generation source, or a combination
thereof. For example, the power modules 212 may each be a
6000 mAh battery. The power module(s) 212 are coupled to
and provide power for the AMV control system 210 and the
propeller motors.

[0034] Insome implementations, one or more of the power
modules may be configured such that it can be autonomously
removed and/or replaced with another power module while
the AMV is at a recovery location (discussed below). For
example, when the AMV lands at a recovery location, the
AMYV may engage with a charging member at the recovery
location that will recharge the power module.

[0035] Asnoted above, in some implementations, the AMV
may be configured to removably couple with one or more
components. For example, the AMV may have a latch or other
attachment mechanism 214 that allows the AMV to autono-
mously couple and/or decouple with different components. In
some implementations, the attachment mechanism may pro-
vide power or other connectivity to the component. Alterna-
tively, the component may be configured to operate under its
own power. The attachment mechanism may be, for example,
positioned within a cavity formed by the rigid members such
that, when a component is coupled with the AMV, it is at least
partially surrounded or positioned beneath the cavity.

[0036] While the implementations of the AMV discussed
herein utilize propellers to achieve and maintain flight, in
other implementations, the AMV may be configured in other
manners. For example, the AMV may include fixed wings
and/or a combination of both propellers and fixed wings. For
example, the AMV may utilize one or more propellers to
enable takeoff and landing and a fixed wing configuration or
a combination wing and propeller configuration to sustain
flight while the AMYV is airborne. Alternatively, or in addition
thereto, the AMV may be configured for ground and/or water
movement.

[0037] FIG. 3 depicts a block diagram of various automated
mobile vehicles and recovery locations, according to an
implementation. The block diagram illustrates side views of
different AMVs 200. As illustrated, each of the AMVs may
include or otherwise be coupled with a component 302. The
component 302 may be any component that may be trans-
ported by an AMV for use within an event area. For example,
the component may be a light, speaker, microphone, projec-
tor, camera, etc.

[0038] As illustrated by AMVs 200-A, 200-B and 200-C,
the AMVs may be aerial AM Vs that utilize propellers, wings,
etc., to achieve flight to allow navigation to a position within
an event location. Likewise, an AMV may position itself at a
recovery location and/or maintain a position that is not at a
recovery location to provide coverage in the event area. For
example, AMV 200-A is docked at a recovery location 304-1.
In this example, the recovery location 304-1 is in the form of
a hook 304-1 that extends from a ceiling or other overhead
structure of a materials handling facility 300. In such an
example, the AMV 200-A may have an arm 306 or other
protrusion that can be engaged with the recovery location
304-1 to secure the AMV 200-A to the recovery location
304-1. Likewise, the recovery location 304-1 and the arm 306
may be configured such that the power modules of the AMV
200-A can be charged while the AMV 200-A is docked at the
recovery location 304-1. For example, in some implementa-
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tions, there is an electrical connection between the recovery
location 304-1 and the arm 306 that allows an electric charge
to be applied to the power module(s) of the AMV. Alterna-
tively, the charging may be provided using inductive, or other
form of non-contact based charging. Likewise, the recovery
location may also be configured to provide wired network
connectivity to the AMV 200-A while the AMV is docked at
the recovery location 304-1.

[0039] Recovery location 304-2 is another example of a
recovery location where an AMV 200-B may land. In this
example, the recovery location 304-2 is in the form of a shelf
or ledge attached to a vertical wall or support within a mate-
rials handling facility 300. The recovery location 200-B may
have one or more mating members 310 that are configured to
receive the landing arms of the AMV. In such an example, the
mating members may be separated a distance approximately
equal to the landing arms of the AMYV so that, when the AMV
lands at the recovery location, the landing arms fit within the
mating members.

[0040] Likewise, in some implementations, one or more
sides of the mating members may be angled inward to assist
in the proper positioning of the AMV at the recovery location.
When an AMYV is at the recovery location, the recovery loca-
tion may be configured to provide an electrical charge from
the mating members into the landing arms of the AMV. The
landing arms may likewise be engaged with the power mod-
ules to enable autonomous charging of the power modules
while the AMV is at the recovery location. Likewise, the
landing arms may be coupled to the component thereby
enabling power and/or connectivity to be provided to the
component. Similar to the recovery location 304-1, the recov-
ery location 304-2 may be configured to provide power and/or
network connectivity to the AMV 200. In other implementa-
tions, charging, power and/or other connections may be pro-
vided wirelessly.

[0041] Instill another example, as illustrated by AMV 200-
C, the AMV may maintain a position under its own power. For
example, if there is no recovery location or other landing area
at or near the position within the event area where the AMV is
to be located (destination position), the AMV may maintain
the position using its own power. In this example, the AMV
200-C is hovering at a defined altitude at a destination posi-
tion within the event area. From this destination position, the
AMYV 200-C can provide coverage using the coupled compo-
nent 302.

[0042] Finally, AMV 200-D illustrates an example of a
ground based AMYV, in this example a mobile drive unit. The
mobile drive unit may be configured in a manner similar to
other AMVs 200, such as that discussed above with respect to
FIG. 2. However, rather than utilizing propellers to achieve
flight for use in navigating the AMV to a destination position
within the event location, the AMV 200-D may utilize one or
more wheels 320 that may be rotated by the motor to propel
the AMV across the ground and navigate the AMV 200-D to
a destination position within an event area. Similar to recov-
ery locations used for aerial AMVs, recovery locations may
be positioned within the materials handling facility 300 at
locations that allow a ground based AMV 200-D and/or an
aerial AMYV 200-A, 200-B, 200-C to dock, land or otherwise
position itself at or on the recovery location. For example, a
recovery location may be on the floor of the materials han-
dling facility 300 such that the AMV 200-D can position itself
on the recovery location and receive power, recharge batter-
ies, obtain network connectivity, etc.
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[0043] Insome implementation, a materials handling facil-
ity 300 or other indoor environment may include one or more
recovery locations, such as recovery locations 304-1, 304-2
positioned at different locations within the materials handling
facility 300. If an infrastructure component becomes inoper-
able, an AMV can be deployed to the recovery location 304
nearest the inoperable infrastructure component and the
AMYV can replace the inoperable component while docked at
the recovery location. If there is not a nearby recovery loca-
tion such that the entire area affected by the event (event area)
can be serviced by a single AMV 200, multiple recovery
locations and AMV's may be used to replace the inoperable
infrastructure component. For example, if a wireless network
access point positioned between two recovery locations
becomes inoperable and a single AMV located at one of the
recovery locations cannot provide wireless network coverage
that will encompass the area previously serviced by the now
inoperable infrastructure component, multiple AMVs may be
deployed to different recovery locations so that collectively
they can provide coverage to the entire affected area. Alter-
natively, a single AMV may be dispatched to the location of
the inoperable component and maintain a position (e.g.,
hover) under its own power to provide coverage to the event
area. In such an example, or in instances where there is no
nearby recovery location, the AMV may determine how much
power is needed for the AMV to return to a recovery location,
identify another AMV that is available and capable of taking
its place (providing relief) and provide a notification to that
other AMV to provide relief by a defined time. The process
for providing reliefto AMVs is discussed further below with
respect to FIG. 7.

[0044] FIG. 4 depicts a block diagram of an AMV environ-
ment 400 that includes AMVs 200, recovery locations 402,
and remote computing resources 410, according to an imple-
mentation. The AMV environment 400 may be an indoor
environment, such as in a materials handling facility, an out-
door environment, or a combination of both. Each of the
AMV5s 200, recovery locations 402, and/or remote computing
resources 410 may be configured to communicate with one
another. For example, the AMVs 200 may be configured to
form a wireless mesh network that utilizes Wi-Fi or another
wireless means of communication, each AMV communicat-
ing with other AMVs within wireless range. In other imple-
mentations, the AMVs 200, AMV management system 426,
and/or recovery locations 402 may utilize existing wireless
networks (e.g., cellular, Wi-Fi, satellite) to facilitate commu-
nication. Likewise, the remote computing resources 410, and/
or recovery locations 402, may also be included in the wire-
less mesh network. In some implementations, one or more of
the remote computing resources 410, and/or recovery loca-
tions 402, may also communicate with each other via another
network (wired and/or wireless), such as the Internet.

[0045] The remote computing resources 410 may form a
portion of a network-accessible computing platform imple-
mented as a computing infrastructure of processors, storage,
software, data access, and other components that is main-
tained and accessible via a network, such as the mesh network
and/or another wireless or wired network (e.g., the Internet).
As illustrated, the remote computing resources 410 may
include one or more servers, such as servers 420(1), 420(2), .
.., 420(N). These servers 420(1)-(N) may be arranged in any
number of ways, such as server farms, stacks, and the like that
are commonly used in data centers. Furthermore, the servers
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420(1)-(N) may include one or more processors 422 and
memory 424 which may store an AMV management system
426.

[0046] The AMV management system 426 may be config-
ured, for example, to communicate with the recovery loca-
tions 402, AMVs 200, materials handling facilities and/or
other facilities.

[0047] When a message, such as a deployment message,
relief instruction, etc., is sent to or from an AMV, the message
may include an identifier for the AMV and each AMV may act
as a node within the network, forwarding the message until it
is received by the intended AMV. For example, the AMV
management system 426 may send a message to AMV 200-6
by transmitting the message and the identifier of the intended
receiving AMV to one or more of AMVs 200-1, 200-2, 200-3,
200-4 that are in wireless communication with the AMV
management system 426. Each receiving AMV will process
the identifier to determine if it is the intended recipient and
then forward the message to one or more other AM Vs that are
in communication with the AMV. For example, AMV 200-2
may forward the message and the identification of the
intended receiving AMV to AMV 200-1, 200-3 and 200-5. In
such an example, because AMV 200-3 has already received
and forwarded the message, it may discard the message with-
out forwarding it again, thereby reducing load on the wireless
mesh network 404. The other AMVs, upon receiving the
message, may determine that they are not the intended recipi-
ent and forward it on to other nodes. This process may con-
tinue until the message reaches the intended recipient.
[0048] Insomeimplementations, ifan AMV loses commu-
nication with other AMVs via the wireless mesh network, it
may activate another wireless communication path to regain
connection. For example, if an AMV cannot communicate
with any other AMVs via the mesh network 404, it may
activate a cellular and/or satellite communication path to
obtain communication information from the AMV manage-
ment system 426, and/or a recovery location 402. If the AMV
still cannot regain communication and/or if it does not include
an alternative communication component, it may automati-
cally and autonomously navigate toward a recovery location
402.

[0049] The wireless mesh network 404 may be used to
provide communication between AMVs (e.g., to share
weather information, environment information, location
information, routing information, recovery locations, relief
instructions), the AMV management system 426, materials
handling facilities, and/or recovery locations 402. Likewise,
in some implementations, the wireless mesh network may be
used to provide coverage for other computing resources, such
as personal computers, electronic book reading devices,
audio players, mobile telephones, tablets, desktops, laptops,
etc. For example, the wireless mesh network 404 may be used
to replace an inoperable wireless network within a materials
handling facility.

[0050] As illustrated in FIG. 4, different types of AMVs
may be utilized together to provide coverage to the event area.
For example, some of the AMVs, such as AMV 200-2, 200-3,
may be aerial AMVs and some of the AMVs, such as AM Vs
200-1, 200-6 may be ground based AMVs.

[0051] FIG. 5 is a flow diagram illustrating an example
AMYV deployment process 500, according to an implementa-
tion. This process, and each process described herein, may be
implemented by the architectures described herein or by other
architectures. The process is illustrated as a collection of
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blocks in a logical flow. Some of the blocks represent opera-
tions that can be implemented in hardware, software, or a
combination thereof. In the context of software, the blocks
represent computer-executable instructions stored on one or
more computer readable media that, when executed by one or
more processors, perform the recited operations. Generally,
computer-executable instructions include routines, pro-
grams, objects, components, data structures, and the like that
perform particular functions or implement particular abstract
data types.

[0052] The computer readable media may include non-
transitory computer readable storage media, which may
include hard drives, floppy diskettes, optical disks,
CD-ROMs, DVDs, read-only memories (ROMs), random
access memories (RAMs), EPROMs, EEPROMs, flash
memory, magnetic or optical cards, solid-state memory
devices, or other types of storage media suitable for storing
electronic instructions. In addition, in some implementations,
the computer readable media may include a transitory com-
puter readable signal (in compressed or uncompressed form).
Examples of computer readable signals, whether modulated
using a carrier or not, include, but are not limited to, signals
that a computer system hosting or running a computer pro-
gram can be configured to access, including signals down-
loaded through the Internet or other networks. Finally, the
order in which the operations are described is not intended to
be construed as a limitation, and any number of the described
operations can be combined in any order and/or in parallel to
implement the process.

[0053] The example process 500 begins upon detection of
an event, as in 502. An event, as described herein, may be a
detected inoperability of an infrastructure component and/or
a need for an infrastructure component at a location where
one is not currently available. For example, an event may
occur due to a power outage resulting in the lighting and/or
network connectivity becoming inoperable. As another
example, an event may be a gathering of a large number of
people in a park such that infrastructure components (e.g.,
lighting, audio, video) should be provided.

[0054] Upon detection of an event, an event area and an
event boundary are determined, as in 504. An event area may
be an area affected by the inoperable infrastructure compo-
nent(s). For example, if a light within a materials handling
facility goes out, the event area may be a defined area sur-
rounding the inoperable infrastructure component. Alterna-
tively, the event area may be determined by one or more input
components (e.g., on an AMYV or elsewhere) that can measure
one or more inputs to identify the area affected by the inop-
erable infrastructure component(s). For example, a light sen-
sor (input component) may be used to measure the light and
determine an event area based on the amount of measured
light. As another example, if a wireless network access point
becomes inoperable, an input device may be used to measure
the strength of the wireless signal from neighboring wireless
network access points to identify areas that no longer have
connectivity with the wireless network. The event area
boundary may be the perimeter surrounding the event area.
[0055] Based onthe event area and the event area boundary,
a determination may be made as to how many AMVs are
needed to replace or provide coverage, as in 506. For
example, a coverage area may be associated with each AMV
for particular components identifying the area that can be
covered by the component coupled with the AMV. If the
coverage area of the AMV is smaller than the event area,
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multiple AMVs may be needed to provide coverage for the
inoperable infrastructure component.

[0056] Likewise, in some implementations, it may be deter-
mined whether there are recovery locations in or near the
event area at whichthe AM Vs can dock and provide coverage.
In some instances, even though one AMV could provide
coverage to the entire area by hovering at a specific position,
it may be determined to deploy two or more AMV's that can
dock at nearby recovery locations and collectively provide
coverage to the area. In such an instance, the docked AMVs
can provide coverage for a longer period of time than a single
AMYV that is having to maintain position under its own power.

[0057] Based on the number of AMV's needed, a determi-
nation may be made as to whether additional AM Vs than what
are available are needed, as in 508. For example, if a particular
segment of a materials handling facility only has three AMVs
available, the lighting goes out and it is determined that five
AMVs are needed to provide coverage to the event area, it
may be determined that additional AMVs are needed. If it is
determined that additional AMVs are needed, additional
AMVs may be requested and optionally additional AMVs
may be received, as in 510. However, if it is determined that
additional AMVs are not needed, the available AMVs are
deployed into the event area, as in 512. Likewise, available
AMVs may be deployed into the event area after requesting
additional AMVs. For example, instructions may be provided
to the available AMVs to navigate into the event area and
provide the needed coverage (e.g., wireless network, lighting,
audio). In some implementations, the instructions may also
instruct the AMV to couple with a particular infrastructure
component prior to navigating to the event area. For example,
if a wireless network access point is needed in the event area,
the instructions to deploy into the event area may also instruct
the AMV to couple with a wireless network access point.

[0058] As the AMVs are deployed into the event area, they
may receive instructions as to where in the event area they are
to be positioned (destination position). Alternatively, the
AMVs may receive instructions identifying the event bound-
ary and the AMVs may determine where each is to be posi-
tioned within the event area.

[0059] For example, FIG. 6 is an example process 600 for
distributing AMVs into an event area, according to an imple-
mentation. The example process 600 begins by receiving
event boundary information, such as those determined as part
of the example process 500, as in 602. Based on the event
boundary, relevant area information may be obtained from the
AMYV mesh network, such as the mesh network discussed
above with respect to FIG. 4, as in 604. For example, infor-
mation regarding infrastructure coverage currently being pro-
vided by other AMVs in the event area, areas with poor
coverage, weather within the event area, location of other
AMVs in the event area, relief requests from other AMVs in
the area, dangerous areas, etc., may be obtained from the
AMYV network. Based on the event area boundary and the area
information obtained from the AMV network, a destination
position for the AMV within the event area and route from the
current location of the AMV to that destination position is
determined, as in 606. For example, the AMV may be at a
recovery location that is external to the event area and thus
may be required to navigate to the destination position within
the event area. In some implementations, the route may only
include route information (e.g., general directions from the
current location to the destination position). In other imple-
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mentations, the route may also include altitude, speed and/or
other information about the route.

[0060] Once the route and destination position are deter-
mined, the AMV(s) may follow the determined route to the
determined destination position within the event area, as in
608. In some implementations, the specific navigation of the
route may be determined by the AMV during traversal of the
route. As the route is followed, the status of the AMV may be
periodically reported to the AMV management system. For
example, the position on the route, trajectory, speed, altitude,
etc., may be periodically reported to the AMV management
system.

[0061] Asthe AMYV traverses the route, the AMV may be in
constant or periodic communication with other AMVs, the
AMYV management system, materials handling facilities and/
or recovery locations, receiving and/or providing updates
regarding the environment and/or other information.

[0062] FIG. 7 is a flow diagram illustrating an example
AMYV relief process 700, according to an implementation.
The example process 700 begins by determining the remain-
ing power of a first AMV that is deployed at a destination
position within an event area and operating under its own
power, as in 702. For example, if a first AMV has navigated to
a destination position within an event area, it consumed
power to reach the destination position. In some implemen-
tations, the remaining power may be determined based on the
total power available when the first AMV departed for the
destination position compared to the power currently avail-
able. In another implementation, rather than determining the
remaining power, it may be determined how much power was
consumed to reach the destination position. In other imple-
mentations, the AMV may monitor its own remaining power
and/or power consumption and provide power related infor-
mation back to the AMV management system. In still other
implementations, a first AMV may transport a second AMV
to the destination position such that the second AMV has full
power when it reaches the destination position. The first
AMYV, after delivering the second AMV to the destination
position, may return to a recovery location and/or perform
another action.

[0063] Inaddition to determining the remaining power, the
location of the nearest recovery location may be determined,
as in 704. In some implementations, the AMVs may know the
location of recovery locations. In other implementations, the
recovery locations may provide or transmit an identifier that
includes location information and capabilities of the recovery
location (e.g., charging, parts, service). In still other imple-
mentations, the first AMV may identify the recovery location
from which it originally deployed as the nearest recovery
location.

[0064] Based on the determined remaining power and the
determined nearest recovery location, the last departure time
for the AMV can be determined, as in 706. The last departure
time represents the latest time by which the first AMV can
depart the destination position and reach the recovery loca-
tion without losing power. The last departure time may be
determined based on the amount of power required to reach
the destination position, the distance traveled to reach the
destination position, the rate at which power is being con-
sumed to provide the coverage or maintain position at the
destination position, the distance to be traveled to reach the
recovery location and/or the amount of power anticipated to
be consumed to reach the recovery location. Based on this
information, the example process can determine the time at
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which the first AMV will have the minimum amount of power
needed to reach the recovery location from the destination
location. In other implementations, rather than determining
the last departure time, the example process 700 may deter-
mine a minimum power level needed for the first AMV to
reach the recovery location without losing power. Similar to
the last departure time, the minimum power level may be
determined based on the amount of power needed to reach the
recovery location. The amount of power needed to reach the
recovery location may be determined based on the rate at
which power is consumed by the AMV when in transit and the
distance between the destination position and the recovery
location.

[0065] Based on the determined last departure time and/or
the minimum power level, the example process 700 may
identify a second AMV that is or will be available to provide
relief to the first AMV and that is capable of providing the
coverage provided by the first AMV, as in 708. This may
include identifying a specific AMV that will replace the first
AMYV or providing a notification to all AMVs that the first
AMYV at the destination position will need to be replaced by
the departure time and/or before it reaches the minimum
power level. If a specific AMYV is identified as the second
AMYV, the second AMV may receive instructions to arrive at
the destination position before the last departure time or prior
to the first AMV reaching its minimum power level. In imple-
mentations where a notice is sent out to all AMVs, the AMV
that responds first as being available and capable of providing
relief to the first AMV may be instructed to arrive at the
destination position.

[0066] The example process 700 continues by determining
if a second AMV has arrived at the destination position to
provide relief, as in 710. In some implementations, the second
AMYV may transmit a notification of its position and the
notification may be used to determine if the second AMV has
arrived at the destination position. If it is determined that the
second AMV has arrived at the destination position to provide
relief to the first AMYV, the first AMV may depart for a recov-
ery location, as in 712.

[0067] However, if it is determined that the second AMV
has not arrived at the destination position, a determination
may be made as to whether the last departure time and/or the
minimum power level for the first AMV has been reached, as
in 714. If it is determined that the last departure time and/or
the minimum power level has been reached, the example
process returns to block 712, and the first AMV departs for the
recovery location. If it is determined that the last departure
time and/or the minimum power level has not been reached, a
determination may be made as to whether the event has
ended, as in 716. The event may end, for example, if the
inoperable infrastructure equipment returns to an operating
mode. For example, if the lights had gone out (inoperable
infrastructure equipment) but have been restored (operable
infrastructure equipment), it may be determined that the event
has ended. If it is determined that the event has ended, the
example process 700 returns to block 712 and the AMV
returns to a recovery location. However, if it is determined
that the event has not ended, the example process 700 returns
to decision block 710 and continues.

[0068] FIG. 8 is a block diagram illustrating an example
AMYV control system 210 of the AMV 200. In various
examples, the block diagram may be illustrative of one or
more aspects of the AMV control system 210 that may be
used to implement the various systems and methods dis-
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cussed above. In the illustrated implementation, the AMV
control system 210 includes one or more processors 802,
coupled to a non-transitory computer readable storage
medium 820 via an input/output (I/O) interface 810. The
AMYV control system 210 may also include a propulsion
motor controller 804, power module 806 and/or a navigation
system 808. The AMV control system 210 further includes a
component controller 812, a network interface 816, and one
or more input/output devices 818. The component controller
812 may be configured to control the coupling and/or decou-
pling of components with the AMV 200. Likewise, the com-
ponent controller 812 may further be configured to provide
power, connectivity and/or control of a coupled component.

[0069] In various implementations, the AMV control sys-
tem 210 may be a uniprocessor system including one proces-
sor 802, or a multiprocessor system including several proces-
sors 802 (e.g., two, four, eight, or another suitable number).
The processor(s) 802 may be any suitable processor capable
of'executing instructions. For example, in various implemen-
tations, the processor(s) 802 may be general-purpose or
embedded processors implementing any of a variety of
instruction set architectures (ISAs), such as the x86, Pow-
erPC, SPARC, or MIPS ISAs, or any other suitable ISA. In
multiprocessor systems, each processor(s) 802 may com-
monly, but not necessarily, implement the same ISA.

[0070] The non-transitory computer readable storage
medium 820 may be configured to store executable instruc-
tions, data, navigation paths and/or data items accessible by
the processor(s) 802. In various implementations, the non-
transitory computer readable storage medium 820 may be
implemented using any suitable memory technology, such as
static random access memory (SRAM), synchronous
dynamic RAM (SDRAM), nonvolatile/Flash-type memory,
or any other type of memory. In the illustrated implementa-
tion, program instructions and data implementing desired
functions, such as those described above, are shown stored
within the non-transitory computer readable storage medium
820 as program instructions 822, data storage 824 and navi-
gation path data 826, respectively. In other implementations,
program instructions, data and/or navigation paths may be
received, sent or stored upon different types of computer-
accessible media, such as non-transitory media, or on similar
media separate from the non-transitory computer readable
storage medium 820 or the AMV control system 210. Gener-
ally speaking, a non-transitory, computer readable storage
medium may include storage media or memory media such as
magnetic or optical media, e.g., disk or CD/DVD-ROM,
coupled to the AMV control system 210 via the I/O interface
810. Program instructions and data stored via a non-transitory
computer readable medium may be transmitted by transmis-
sion media or signals such as electrical, electromagnetic, or
digital signals, which may be conveyed via a communication
medium such as a network and wireless mesh network, and/or
a wireless link, such as may be implemented via the network
interface 816.

[0071] Inoneimplementation, the I/O interface 810 may be
configured to coordinate I/O traffic between the processor(s)
802, the non-transitory computer readable storage medium
820, and any peripheral devices, the network interface 810 or
other peripheral interfaces, such as input/output devices 818.
In some implementations, the I/O interface 810 may perform
any necessary protocol, timing or other data transformations
to convert data signals from one component (e.g., non-tran-
sitory computer readable storage medium 820) into a format
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suitable for use by another component (e.g., processor(s)
802). In some implementations, the I/O interface 810 may
include support for devices attached through various types of
peripheral buses, such as a variant of the Peripheral Compo-
nent Interconnect (PCI) bus standard or the Universal Serial
Bus (USB) standard, for example. In some implementations,
the function of the I/O interface 810 may be split into two or
more separate components, such as a north bridge and a south
bridge, for example. Also, in some implementations, some or
all of the functionality of the I/O interface 810, such as an
interface to the non-transitory computer readable storage
medium 820, may be incorporated directly into the processor
(s) 802.

[0072] The propulsion motor(s) controller 804 communi-
cates with the navigation system 808 and adjusts the power of
each motor to guide the AMV along a determined navigation
path to a destination position or a recovery location. The
navigation system 808 may include a global positioning sys-
tem (“GPS”), indoor positioning system, or other similar
system than can be used to navigate the AMV to and/or from
a destination position and/or a recovery location. The com-
ponent controller 812 communicates with a latch or motor(s)
(e.g., a servo motor) used to couple or decouple components
(e.g., lights, cameras, microphones, speakers, wireless net-
work access points) with the AMV.

[0073] The network interface 816 may be configured to
allow data to be exchanged between the AMV control system
210, other devices attached to a network, such as other com-
puter systems, and/or with AMV control systems of other
AMVs. For example, the network interface 816 may enable
wireless communication between numerous AMVs that are
providing infrastructure coverage within the event area. In
various implementations, the network interface 816 may sup-
port communication via wireless general data networks, such
as a Wi-Fi network. For example, the network interface 816
may support communication via telecommunications net-
works, such as cellular communication networks, satellite
networks, and the like.

[0074] Input/output devices 818 may, in some implemen-
tations, include one or more displays, image capture devices,
thermal sensors, infrared sensors, time of flight sensors,
accelerometers, pressure sensors, weather sensors, etc. Mul-
tiple input/output devices 818 may be present and controlled
by the AMV control system 210. One or more of these sensors
may be utilized to assist in the landing as well as avoiding
obstacles during navigation and/or engagement of compo-
nents. For example, utilizing a location signal from the GPS
receiver and one or more IR sensors, the AMV may safely
land or dock at a recovery location. The IR sensors may be
used to provide real-time data to assist the AMV in avoiding
obstacles.

[0075] As shown in FIG. 8, the non-transitory computer
readable storage medium 820 may include program instruc-
tions 822 which may be configured to implement the example
processes and/or sub-processes described above. The data
storage 824 may include various data stores for maintaining
data items that may be provided for determining navigation
paths, docking, landing, providing coverage, etc.

[0076] In various implementations, the parameter values
and other data illustrated herein as being included in one or
more data stores may be combined with other information not
described or may be partitioned differently into more, fewer,
or different data structures. In some implementations, data
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stores may be physically located in one memory or may be
distributed among two or more memories.

[0077] Those skilled in the art will appreciate that the AMV
control system 210 is merely illustrative and is not intended to
limit the scope of the present disclosure. In particular, the
computing system and devices may include any combination
of hardware or software that can perform the indicated func-
tions, including computers, network devices, etc. The AMV
control system 210 may also be connected to other devices
that are not illustrated, or instead may operate as a stand-alone
system. In addition, the functionality provided by the illus-
trated components may in some implementations be com-
bined in fewer components or distributed in additional com-
ponents. Similarly, in some implementations, the
functionality of some of the illustrated components may not
be provided and/or other additional functionality may be
available.

[0078] Those skilled in the art will also appreciate that,
while various items are illustrated as being stored in memory
or storage while being used, these items or portions of them
may be transferred between memory and other storage
devices for purposes of memory management and data integ-
rity. Alternatively, in other implementations, some or all of
the software components may execute in memory on another
device and communicate with the illustrated AMV control
system. Some or all of the system components or data struc-
tures may also be stored (e.g., as instructions or structured
data) on a non-transitory, computer-accessible medium or a
portable article to be read by an appropriate drive. In some
implementations, instructions stored on a computer-acces-
sible medium separate from AMV control system 210 may be
transmitted to AMV control system 210 via transmission
media or signals such as electrical, electromagnetic, or digital
signals, conveyed via a communication medium such as a
wireless link. Various implementations may further include
receiving, sending or storing instructions and/or data imple-
mented in accordance with the foregoing description upon a
computer-accessible medium. Accordingly, the techniques
described herein may be practiced with other AMV control
system configurations.

[0079] FIG. 9is a pictorial diagram of an illustrative imple-
mentation of a server system, such as the server system 420,
that may be used in the implementations described herein.
The server system 420 may include a processor 900, such as
one or more redundant processors, a video display adapter
902, a disk drive 904, an input/output interface 906, a network
interface 908, and a memory 912. The processor 900, the
video display adapter 902, the disk drive 904, the input/output
interface 906, the network interface 908, and the memory 912
may be communicatively coupled to each other by a commu-
nication bus 910.

[0080] The video display adapter 902 provides display sig-
nals to a local display (not shown in FIG. 9) permitting an
operator of the server system 420 to monitor and configure
operation of the server system 420. The input/output interface
906 likewise communicates with external input/output
devices not shown in FIG. 9, such as a mouse, keyboard,
scanner, or other input and output devices that can be operated
by an operator of the server system 420. The network inter-
face 908 includes hardware, software, or any combination
thereof, to communicate with other computing devices. For
example, the network interface 908 may be configured to
provide communications between the server system 420 and
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other computing devices, such as an AMV, materials handling
facility, and/or recovery locations, as shown in FIG. 4.

[0081] The memory 912 generally comprises random
access memory (RAM), read-only memory (ROM), flash
memory, and/or other volatile or permanent memory. The
memory 912 is shown storing an operating system 914 for
controlling the operation of the server system 420. A binary
input/output system (BIOS) 916 for controlling the low-level
operation of the server system 420 is also stored in the
memory 912.

[0082] The memory 912 additionally stores program code
and data for providing network services to the AMV manage-
ment system 426. Accordingly, the memory 912 may store a
browser application 918. The browser application 918 com-
prises computer executable instructions that, when executed
by the processor 900, generate or otherwise obtain config-
urable markup documents such as Web pages. The browser
application 918 communicates with a data store manager
application 920 to facilitate data exchange between the inven-
tory data store 924, the user data store 922, and/or event
boundary data store 926, and/or other data stores.

[0083] As used herein, the term “data store” refers to any
device or combination of devices capable of storing, access-
ing and retrieving data, which may include any combination
and number of data servers, databases, data storage devices
and data storage media, in any standard, distributed or clus-
tered environment. The server system 420 can include any
appropriate hardware and software for integrating with the
data stores 922-926 as needed to execute aspects of one or
more applications for the AMV management system, AMVs,
materials handling facilities, and/or recovery locations.

[0084] Thedatastores 922-926 caninclude several separate
data tables, databases or other data storage mechanisms and
media for storing data relating to a particular aspect. For
example, the data stores 922-926 illustrated include mecha-
nisms for component information, AMV information, event
information, weather information, route information, desti-
nation position information, etc., which can be used to gen-
erate and deliver information to the AMV management sys-
tem 426, materials handling facilities, AMVs, recovery
locations, and/or users.

[0085] It should be understood that there can be many other
aspects that may be stored in the data stores 922-926. The data
stores 922-926 are operable, through logic associated there-
with, to receive instructions from the server system 420 and
obtain, update or otherwise process data in response thereto.

[0086] The memory 912 may also include the AMV man-
agement system 426, discussed above. The AMV manage-
ment system 426 may be executable by the processor 900 to
implement one or more of the functions of the server system
420. In one implementation, the AMV management system
426 may represent instructions embodied in one or more
software programs stored in the memory 912. In another
implementation, the AMV management system 426 can rep-
resent hardware, software instructions, or a combination
thereof.

[0087] The server system 420, in one implementation, is a
distributed environment utilizing several computer systems
and components that are interconnected via communication
links, using one or more computer networks or direct connec-
tions. However, it will be appreciated by those of ordinary
skill in the art that such a system could operate equally well in
a system having fewer or a greater number of components
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than are illustrated in FIG. 9. Thus, the depiction in FIG. 9
should be taken as being illustrative in nature and not limiting
to the scope of the disclosure.

[0088] Those skilled in the art will appreciate that, in some
implementations, the functionality provided by the processes
and systems discussed above may be provided in alternative
ways, such as being split among more software modules or
routines or consolidated into fewer modules or routines.
Similarly, in some implementations, illustrated processes and
systems may provide more or less functionality than is
described, such as when other illustrated processes instead
lack or include such functionality respectively, or when the
amount of functionality that is provided is altered. In addition,
while various operations may be illustrated as being per-
formed in a particular manner (e.g., in serial or in parallel)
and/or in a particular order, those skilled in the art will appre-
ciate that in other implementations the operations may be
performed in other orders and in other manners. Those skilled
in the art will also appreciate that the data structures discussed
above may be structured in different manners, such as by
having a single data structure split into multiple data struc-
tures or by having multiple data structures consolidated into a
single data structure. Similarly, in some implementations,
illustrated data structures may store more or less information
than is described, such as when other illustrated data struc-
tures instead lack or include such information respectively, or
when the amount or types of information that is stored is
altered. The various methods and systems as illustrated in the
figures and described herein represent example implementa-
tions. The methods and systems may be implemented in soft-
ware, hardware, or a combination thereof in other implemen-
tations. Similarly, the order of any method may be changed
and various elements may be added, reordered, combined,
omitted, modified, etc., in other implementations.

[0089] From the foregoing, it will be appreciated that,
although specific implementations have been described
herein for purposes of illustration, various modifications may
be made without deviating from the spirit and scope of the
appended claims and the elements recited therein. In addition,
while certain aspects are presented below in certain claim
forms, the inventors contemplate the various aspects in any
available claim form. For example, while only some aspects
may currently be recited as being embodied in a computer
readable storage medium, other aspects may likewise be so
embodied. Various modifications and changes may be made
as would be obvious to a person skilled in the art having the
benefit of this disclosure. It is intended to embrace all such
modifications and changes and, accordingly, the above
description is to be regarded in an illustrative rather than a
restrictive sense.

1.-20. (canceled)
21. A system, comprising:
a first automated mobile vehicle (“AMV”), wherein the
first AMV includes a first network interface;
a second AMV, wherein the second AMV:
includes a second network interface; and
establishes wireless communication with the first AMV
via the second network interface and the first network
interface;
wherein the first AMV and the second AMV:
maintain the wireless communication for a period of
time; and
provide wireless network coverage to an event area.
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22. The system of claim 21, wherein the first AMV further
includes:

a wireless network access point configured to enable wire-
less communication with the wireless network by a com-
puting resource at the event area.

23. The system of claim 21, wherein:

the first AMV is positioned in an outdoor environment; and

the wireless network is accessible by at least one comput-
ing resource positioned in the outdoor environment.

24. The system of claim 23, wherein the outdoor environ-
ment is at least one of a park, a street, or an amphitheater.

25. The system of claim 23, wherein the computing
resource is at least one of a personal computer, an electronic
book reading device, and audio player, a mobile telephone, a
tablet, a desktop, or a laptop.

26. The system of claim 21, wherein:

the first AMYV is positioned in an indoor environment; and

the wireless network is accessible by at least one comput-
ing resource positioned in the indoor environment.

27. The system of claim 26, wherein the indoor environ-
ment is at least one of a building, a store, a home, a stadium,
or a materials handling facility.

28. The system of claim 21, wherein the first AMV is a
ground based mobile drive unit.

29. A method for wirelessly communicating with auto-
mated mobile vehicles (“AMVs”), comprising:

sending, from a first AMV, a message and an identifier
indicating an intended recipient of the message;

receiving the message at a second AMYV that is in wireless
communication with the first AMV;

processing at the second AMV the first message to deter-
mine, based at least in part on the identifier, that the
second AMYV is not the intended recipient of the mes-
sage;

sending, from the second AMYV, the message and the iden-
tifier;

receiving the message at a third AMYV that is in wireless
communication with the second AMV; and

processing, at the third AMV, the message to determine,
based at least in part on the identifier, that the third AMV
is the intended recipient.

30. The method of claim 29, further comprising:

receiving the message at a fourth AMV that is in wireless
communication with the first AMV;

processing, at the fourth AMV, the first message to deter-
mine that the fourth AMV has previously received the
message; and

discarding, by the fourth AMYV, the message.
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31. The method of claim 29, further comprising:

sending from an AMV management system the message

that is received by the first AMV.

32. The method of claim 29, wherein the message includes
at least one of weather information, environment information,
location information, routing information, or relief instruc-
tions.

33. A system, comprising:

a first automated mobile vehicle (“AMV”), the first AMV

including a first network interface;

a second AMYV, the second AMV including a second net-

work interface; and

a wireless mesh network including wireless communica-

tion between the first network interface of the first AMV
and the second network interface of the second AMV.

34. The system of claim 33, wherein the first network
interface is configured to enable wireless communication
with the second network interface or a general data network.

35. The system of claim 34, wherein the general data net-
work is at least one of a Wi-Fi network, a cellular communi-
cation network, or a satellite network.

36. The system of claim 34, wherein the first AMV is
configured to at least:

determine that communication with the second AMV has

been lost; and

establish a second communication using the general data

network.

37. The system of claim 33, further comprising:

a third AMV, the third AMV including a third network

interface; and

the wireless mesh network including wireless communica-

tion between third network interface of the third AMV
and at least one of the first network interface of the first
AMYV or the second network interface of the second
AMV.

38. The system of claim 37, wherein each of the first AMV,
the second AMV, and the third AMV are configured to atleast:

receive a message from another AMV that is within a

wireless range;

process the message to determine if the message is

intended for the AMV; and

forward the message if it is determined that the message is

not intended for the AMV.

39. The system of claim 38, wherein each of the first AMV,
the second AMYV, and the third AMV are further configured to
forward the message if'it is determined that the message is not
intended for the AMV and it is determined that the message
has not previously been received by the AMV.

40. The system of claim 33, wherein the first AMV is an
aerial vehicle or a ground based vehicle.
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