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NEUROMORPHIC SYNAPSES

FOREIGN PRIORITY

[0001] This application claims priority to Great Britain
Patent Publication No. 1419355.1 filed Oct. 30, 2014, and all
the benefits accruing therefrom under 35 U.S.C. §119, the
contents of which in its entirety are herein incorporated by
reference.

BACKGROUND

[0002] This invention relates generally to neuromorphic
synapses and, more specifically to, neuromorphic synapses
based on resistive memory cells.

[0003] Neuromorphic technology relates to computing sys-
tems which are inspired by biological architectures of the
nervous system. Conventional computing architectures are
becoming increasingly inadequate to meet the ever-expand-
ing processing demands placed on modern computer sys-
tems. Compared to the human brain, the classical von Neu-
mann computer architecture is highly inefficient in terms of
power consumption and space requirements. The human
brain occupies less than 2 litres and consumes around 20 W of
power. Simulating 5 seconds of brain activity using state-of-
the-art supercomputers takes around 500 s and needs 1.4 MW
of power. These issues have prompted a significant research
effort to understand the highly efficient computational para-
digm of the human brain and to create artificial cognitive
systems with unprecedented computing power.

[0004] Neurons and synapses are two basic computational
units in the brain. A neuron can integrate inputs coming from
other neurons, in some cases with further inputs, for example
from sensory receptors, and generates output signals known
as “action potentials” or “spikes”. The synapses change their
connection strength as a result of neuronal activity. FIG. 1 of
the accompanying drawings shows a schematic representa-
tion of a synapse 1 located between two neurons 2. The
synapse 1 receives action potentials generated by a pre-syn-
aptic neuron (“pre-neuron”) N1 and provides output signals
to a post-synaptic neuron (“post-neuron”) N2. The pre-neu-
ron action potential is conveyed to synapse 1 via an axon 3 of
neuron N1. The resulting synaptic output signal is a graded
synaptic potential which depends on conductance (also
known as “synaptic weight” or “strength”) of the synapse.
Synaptic weight can be enhanced or reduced by neuronal
activity, and this “plasticity” of synapses is crucial to memory
and other brain functions. This effect is indicated in FIG. 1 by
back-propagation of the post-neuron action potential, i.e. a
spike generated by neuron N2, to the synapse 1 via a dendrite
4 of neuron N2.

[0005] The action potentials in biological systems have the
same shape at all instances of neuronal firing (spike genera-
tion). There is no information in the spike shape but only in
the firing time. In particular, synaptic weight can be modified
in dependence on relative timing of the pre-neuron and post-
neuron action potentials. In a simple model here, synapses
become increasingly stronger (more conductive) if the pre-
and post-neurons fire together. Change in synaptic weight
may also depend on slight differences in timing ofthe pre-and
post-neuron spikes. For example, synaptic weight may
increase if the post-neuron tends to fire just after the pre-
neuron, and decrease if the post-neuron tends to fire just
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before the pre-neuron. These relative timing effects are
known generally as spike-timing dependent plasticity
(STDP).

[0006] Synapses typically outnumber neurons by a signifi-
cant factor (approximately 10,000 in the case of the human
brain). A key challenge in neuromorphic computation tech-
nology is the development of compact nanoelectronic devices
that emulate the plasticity of biological synapses.

SUMMARY

[0007] Embodiments include a neuromorphic synapse hav-
ing a resistive memory cell connected by circuitry. The cir-
cuitry includes first and second input terminals for respec-
tively receiving pre-neuron and post-neuron action signals
each having a read portion and a write portion and an output
terminal for providing a synaptic output signal dependent on
resistance of the resistive memory cell. The circuitry is con-
figured such that said synaptic output signal is provided at the
output terminal in response to application at the first input
terminal of the read portion of the pre-neuron action signal,
and such that a programming signal, for programming resis-
tance of the memory cell, is applied to the cell in response to
simultaneous application of the write portions of the pre-
neuron and post-neuron action signals at the first and second
input terminals respectively.

[0008] Embodiments also include a neuromorphic synapse
array having a plurality of neuromorphic synapses having a
resistive memory cell connected by circuitry, wherein the
synapses are assigned to logical rows and columns of the
neuromorphic synapse array. The circuitry includes first and
second input terminals for respectively receiving pre-neuron
and post-neuron action signals each having a read portion and
awrite portion and an output terminal for providing a synaptic
output signal dependent on resistance of the resistive memory
cell. The circuitry is configured such that said synaptic output
signal is provided at the output terminal in response to appli-
cation at the first input terminal of the read portion of the
pre-neuron action signal, and such that a programming signal,
for programming resistance of the memory cell, is applied to
the cell in response to simultaneous application of the write
portions of the pre-neuron and post-neuron action signals at
the first and second input terminals respectively. The first
input terminals of synapses in each column of the array are
connected to a respective pre-neuron line for supplying a
pre-neuron action signal from a corresponding pre-neuron
circuit in use. The second input terminals of synapses in each
row of the array are connected to a respective post-neuron line
for supplying a post-neuron action signal from a correspond-
ing post-neuron circuit in use. The output terminals of syn-
apses in each row are arranged for connection to said corre-
sponding post-neuron circuit for supplying synaptic output
signals to that circuit in use

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] The subject matter which is regarded as the inven-
tion is particularly pointed out and distinctly claimed in the
claims at the conclusion of the specification. The forgoing and
other features, and advantages of the invention are apparent
from the following detailed description taken in conjunction
with the accompanying drawings in which:

[0010] FIG. 1 is a schematic illustration of a biological
synapse system;
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[0011] FIG. 2 is a schematic representation of a neuromor-
phic system including a synapse embodying the invention;
[0012] FIGS. 34, 35 and 3¢ illustrate operation of the syn-
apse of FIG. 2 in response to pre- and post-neuron action
signals;

[0013] FIG. 4 is a schematic illustration of a neuromorphic
system based on a synapse array embodying the invention;
[0014] FIG. 5illustrates structure of a simulation model for
simulating operation of the FIG. 2 synapse system;

[0015] FIG. 6 illustrates inputs and outputs of neuron cir-
cuits in the FIG. 5 model,

[0016] FIGS. 7a and 75 illustrate resulting operation of the
synapse in the model;

[0017] FIG. 8 is a schematic illustration of a synapse sys-
tem embodying the invention for testing associative memory
functionality;

[0018] FIG. 9 illustrates neuron inputs and outputs in
operation of a simulation model for the FIG. 8 system;
[0019] FIG. 10 is a schematic diagram indicating changes
in PCM cell-state in response to different regions of a pro-
gramming pulse;

[0020] FIG. 11 illustrates different relative timings of pre-
and post-neuron action signals having a first write-portion
shape;

[0021] FIG. 12 illustrates how cell conductivity varies in

the FIG. 2 circuit with the action signal timings of FIG. 11;

[0022] FIG. 13 illustrates different relative timings of pre-
and post-neuron action signals having a second write-portion
shape;

[0023] FIG. 14 illustrates how cell conductivity varies in

the FIG. 2 system with the action signal timings of FIG. 13;
[0024] FIG. 15 illustrates how cell conductivity varies in
the FIG. 2 system using action signals with another write-
portion shape;

[0025] FIG. 16 illustrates an alternative shapes for action
signals in the FIG. 2 system; and

[0026] FIG. 17 illustrates another alternative shapes for
action signals in the FIG. 2 system.

DETAILED DESCRIPTION

[0027] Neuromorphic synapses embodying the invention
thus comprise a three-terminal cell circuit adapted for opera-
tion with action signals having two-parts: a read portion and
a write portion. Propagation of the synaptic output is emu-
lated by producing the synaptic output signal, which depends
on cell resistance, at the output terminal of the circuit. This
occurs when the read portion of the pre-neuron action signal
is applied to one of the two input terminals. Synaptic weight
can be modified by applying a programming signal to the cell
to program the cell resistance. This occurs when the write
portions of the pre- and post-neuron action signals are applied
simultaneously at the two input terminals. The programmed
synaptic weight thus depends on relative timing of the pre-
and post-neuron action signals, allowing emulation of STDP
effects occurring in biological systems. Unlike prior memory
cell synapses, however, synapse circuits embodying the
invention permit parallel addressing of individual synapses in
an array configuration. Hence, synapses in both rows and
columns of'the array can be programmed in a single step. This
allows real-time programming of synapse arrays embodying
the invention, providing highly efficient operation and
enabling on-chip learning whereby synapse weights evolve
dynamically in response to firing of neuron circuits in real-
time. This is a major advance over the off-chip addressing
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required in prior systems, enabling efficient implementation
of learning applications such as associative memory. More-
over, unlike prior devices, the synapse circuitry in embodi-
ments of the invention can be adapted for operation with
identical pre-neuron and post-neuron action signals. Neuro-
morphic systems based on these synapses can use identical
action signals at all instances of neuron firing, simplifying
inter-neuron communications and providing a direct analogy
with real biological systems.

[0028] The programming signal is produced in response to
simultaneous application at the input terminals of the write
portions of the pre- and post-neuron action signals, i.e. when
both write portions are present at the same time at the input
terminals. A programming signal may therefore be produced
if there is at least partial overlap in the time periods during
which the write portions are applied at their respective input
terminals. In embodiments described below, the synapse cir-
cuitry is adapted such that the programming signal is applied
to the cell during the period of simultaneous application of the
write portions at the input terminals, and the programming
signal is dependent on shape of at least one of the write
portions. These features allow convenient implementation of
various STDP eftects discussed further below. For example,
the write portion of at least one of the action signals may be
shaped such that the programming signal varies in depen-
dence on relative timing of the pre- and post-neuron action
signals at the input terminals. The write portion may, for
instance, have regions of different amplitude and/or duration,
and may itself comprise a sequence of pulses.

[0029] Many circuit implementations might be envisaged
to implement the functionality described for the synapse cir-
cuit. In some implementations, however, the circuitry
includes a switch set, configurable in dependence on at least
one of the action signals, such that the circuitry selectively
effects application of said programming signal to the memory
cell and provision of said synaptic output signal at the output
terminal In effect, such a circuit can selectively assume dif-
ferent arrangements by appropriate configuration of the
switch set. In one circuit arrangement, the cell will be oper-
ated in aread mode ifthe read portion of the pre-neuron action
signal is present at the first input terminal. This produces the
synaptic output signal at the output terminal. In another cir-
cuit arrangement, the cell will be operated in a programming
mode if the write portions of both the pre-neuron and post-
neuron action signal are present at the two input terminals.
Operation of the circuit thus depends on the state of the switch
set which is controlled in dependence on the action signals at
the input terminals. In the embodiments below, the switch set
is configurable by either the pre-neuron action signal or a
combination of both the pre- and post-neuron action signals.
The switch set might in general comprise one or more
switches, with some embodiments employing just two
switches.

[0030] In a particularly compact design, the circuitry
includes a first resistance connected between the first input
terminal and a first electrode of the memory cell, and a second
resistance connected between a second electrode of the
memory cell and a reference terminal. The output terminal is
connected to the second electrode of the memory cell. The
first switch is connected between the second electrode and the
reference terminal in parallel to the second resistance, and the
second switch is connected between the second input termi-
nal and the first electrode of the memory cell. The circuitry is
preferably further adapted such that the first switch is closed
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during the write portion of the pre-neuron action signal, and
the second switch is closed during the write portion of one of
the pre-neuron and post-neuron action signals.

[0031] Anembodiment of a second aspect of the invention
provides a neuromorphic synapse array comprising a plural-
ity of neuromorphic synapses according to the first aspect of
the invention. The synapses are assigned to logical rows and
columns of the array. The first input terminals of synapses in
each column are connected to a respective pre-neuron line for
supplying a pre-neuron action signal from a corresponding
pre-neuron circuit in use. The second input terminals of syn-
apses in each row are connected to a respective post-neuron
line for supplying a post-neuron action signal from a corre-
sponding post-neuron circuit in use. The output terminals of
synapses in each row are arranged for connection to said
corresponding post-neuron circuit for supplying synaptic
output signals to that circuit in use.

[0032] An embodiment of a third aspect of the invention
provides a neuromorphic system comprising a pre-neuron
circuit, a post-neuron circuit and a neuromorphic synapse
according to the first aspect of the invention. The pre-neuron
circuit is connected to the first input terminal of the synapse
and is adapted to generate said pre-neuron action signal for
supply to the first terminal. The post-neuron circuit is con-
nected to the second input terminal of the synapse and is
adapted to generate said post-neuron action signal for supply
to the second terminal. The post-neuron circuit is further
connected to the output terminal of the synapse for receiving
said synaptic output signal.

[0033] An embodiment of a fourth aspect of the invention
provides a neuromorphic system comprising a neuromorphic
synapse array according to the second aspect of the invention
and a plurality of neuron circuits. Each neuron circuit is
connected to the pre-neuron line for a respective column of
the array and is adapted to generate said pre-neuron action
signal for synapses in that column, whereby the neuron circuit
serves as said pre-neuron circuit for synapses in that column.
Each neuron circuit is also connected to the post-neuron line
for a respective row of the array and is adapted to generate
said post-neuron action signal for synapses in that row,
whereby the neuron circuit serves as said post-neuron circuit
for synapses in that row. Each neuron circuit is further con-
nected to the output terminals of synapses in said respective
row for receiving the synaptic output signals from synapses in
that row. With this arrangement, a single action signal gener-
ated when a given neuron circuit fires can serve as the pre-
neuron action signal for synapses in a given column and also
as the post-neuron action signal for synapses in a given row.
For reasons discussed earlier, the neuron circuits are prefer-
ably adapted such that the pre-neuron and post-neuron action
signals are identical (subject, of course, to inherent circuit
tolerances and variable effects such as noise).

[0034] Resistive memory cells, such as phase-change
memory (PCM) cells, are programmable-resistance devices
which rely on the variable resistance characteristics of a vol-
ume of resistive material disposed between a pair of elec-
trodes. Cell resistance can be controlled by application of
control signals to the electrodes. These cells exhibit a thresh-
old-switching effect whereby the cell can be switched
between high and low resistance states by applying a control
signal above a threshold level. By appropriate adjustment of
the control signals, cells may be programmed to a range of
intermediate resistance values. In PCM cells, for example, the
programmable-resistance is achieved by heating a volume of
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chalcogenide material so as to change the relative proportions
of a (high-resistance) amorphous phase and a (low-resis-
tance) crystalline phase in the chalcogenide volume. To
change the cell-resistance, a programming (or “write”) signal
above the threshold voltage required for phase-change is
applied to the cell via the electrodes. The cell-resistance can
be measured (or “read”) by applying a low-voltage read sig-
nal to the electrodes and measuring the resulting current flow
through the cell. The read voltage level is low enough to
ensure that the read voltage does not disturb the programmed
cell-state.

[0035] FIG. 2 shows a schematic circuit diagram for a neu-
romorphic system 10 embodying the invention. The system
10 comprises a synapse, indicated generally at 11, connected
between a pre-neuron circuit 12 and a post-neuron circuit 13.
The synapse 11 includes a resistive memory cell, here a PCM
cell 15, which is represented in the circuit as a variable resis-
tance RPCM. As indicated schematically by the enlargement
in the figure, PCM cell 15 comprises a volume of chalco-
genide compound 16 disposed between a first, “upper” elec-
trode 17 and a second, “lower” electrode 18. Lower electrode
18 has a smaller contact area with chalcogenide 16 than upper
electrode 17 in this particular “mushroom cell” configuration.
The variable-resistance properties of PCM cell 15 result from
varying the relative proportions of a high-resistance amor-
phous phase 19 and a low-resistance crystalline phase 20 of
the chalcogenide material 16. In the embodiment to be
described, it is assumed that the cell 15 is in the fully-amor-
phous, high-resistance (“RESET”) state prior to operation.

[0036] The PCM cell 15 of synapse 11 is connected in
circuitry having a first input terminal 21 for receiving a pre-
neuron action signal V1 from pre-neuron circuit 12. The
circuitry also has a second input terminal 22 for receiving a
post-neuron action signal V2 from post-neuron circuit 13.
The circuitry has an output terminal 23 at which a synaptic
output signal, dependent on resistance of PCM cell 15, is
provided in operation. The synapse circuitry further includes
a switch set, comprising a first switch S1 and a second switch
S2, and first and second resistances represented by resistors
R1and R2. The first resistor R1 is connected between the first
input terminal 21 and the upper electrode 17 of PCM cell 15.
The second resistor R2 is connected between the lower elec-
trode 18 of the cell and a reference terminal 25 which pro-
vides a reference level for circuit operation, here a signal
earth. The output terminal 23 is also connected to the lower
electrode 18 of the PCM cell 15. The first switch S1 is con-
nected between the lower electrode 18 and the reference
terminal 25 in parallel to the second resistor R2. The second
switch S2 is connected between the second input terminal 22
and the upper electrode 17 of the PCM cell. Switches S1 and
S2 may be realized by transistors or diodes for example, and
circuitry 11 can be fabricated as an integrated nanoelectronic
circuit using well-known material processing techniques.

[0037] The action signals V1 and V2 generated by neuron
circuits 12, 13 each have a stepped shape with an initial read
portion VIR, V2R and a subsequent write portion VIW, V2 W.
The state of switches S1 and S2 is configurable in dependence
on at least one of the action signals V1 and V2. In the FIG. 2
embodiment, the write portions VIW, V2W of the action
signals provide control signals for the switches as indicated
by the dotted arrows in the figure. The first switch Si is closed
during the write portion V1W of the pre-neuron action signal
V1. The second switch S2 is closed during the write portion
V2W of the post-neuron action signal V2. Depending on the
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switch configuration, the synapse circuitry can selectively
effect (a) application to PCM cell 15 of a programming signal
for programming resistance of the cell, and (b) application to
the cell of a read signal which produces the synaptic output
signal at output terminal 23. More particularly, through
operation of the control signals on switches S1, S2 in the
circuit arrangement shown, the synapse circuitry is operable
such that: (a) the synaptic output signal is provided at output
terminal 23 in response to application at the first input termi-
nal 21 of'the read portion V1R of the pre-neuron action signal
VI; and (b) a programming signal is applied to the cell in
response to simultaneous application of the write portions
V1W, V2W of the pre- and post-neuron action signals at the
first and second input terminals respectively.

[0038] The synapse circuitry is adapted to operate with pre-
and post-neuron action signals V1 and V2 which are identical
(subject to inherent circuit tolerances and variable effects
such as noise), each signal having the same stepped shape as
indicated in FIG. 2. The read portions V1R, V2R of the action
signals are of lower amplitude than the write portions V1W,
V2W. This facilitates exploitation by the synapse circuit of
the threshold-switching characteristic of PCM cell 15
whereby, if a voltage less than a certain threshold switching
voltage is applied to the cell, the current will be so small that
there will be very little Joule heating and substantially no
phase change in the cell volume. Above the threshold switch-
ing voltage, cell resistance drops to a very low value that
enables phase change. Application of a programming pulse
with a certain input power and duration can cause partial
crystallization of the amorphous region, with a consequent
reduction in cell resistance.

[0039] FIGS. 3a to 3¢ indicate operation of the synapse 11
in different neuronal firing scenarios. FIG. 3a shows the cir-
cuit configuration when only the pre-neuron circuit 12 fires.
The upper portion of this figure shows the configuration on
application of the read portion V1R of action signal V1 at the
input terminal 21. Both S1 and S2 are open, and V1R at
terminal 21 effects a read mode of operation in which a read
voltage is dropped across cell 15. Due to the low amplitude of
read portion V1, this read voltage is sufficiently low that no
change in cell-resistance can occur. The resulting current |
flowing through the cell is given by:

; Vig
T Rl +Rpey + R2

This produces a synaptic output signal V. which is depen-
dent on the cell resistance R, ,and is given by:

o= (e
o “\RL+ Rpeys + R2) 5

This output signal V ,,, represents the graded synaptic poten-
tial which is propagated on to the post-neuron circuit 13.

[0040] The lower portion of FIG. 3a shows the configura-
tion on application of the write portion V1, of action signal
V1 at the input terminal 21. S2 is open but S1 is closed,
shorting resistance R2. The voltage to output terminal 23 is
thus 0V, and there is no propagation of synaptic potential to
post-neuron 13. The cell current is given by:
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Viw

= ———+.
Rl + Rpey

However, the resistance R1 is selected such that this cell
current is insufficient to change cell-resistance. Hence, there
is no modification of synaptic strength due to firing of pre-
neuron 12 alone.

[0041] FIG. 35 shows the circuit configuration when only
the post-neuron circuit 13 fires. The upper portion of this
figure shows the configuration on application of the read
portion V2, of action signal V2 at the input terminal 22. Both
S1 and S2 are open, whereby no current flows in the circuit
and the voltage at output terminal 23 is OV. The lower portion
of this figure shows the configuration on application of the
write portion V2 .of action signal V2 at input terminal 22. S1
is open and S2 is closed. The resulting cell current is given by:

i V2
" Rpeu + R2°

The resistance R2 is selected such that this cell current is
insufficient to change cell-resistance. Hence, there is no
modification of synaptic strength due to firing of post-neuron
13 alone. The voltage V at output terminal 23 is given by:
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In this embodiment, post-neuron circuit 13 is adapted to
disable its input from synapse 11 during the write portion
V2, This prevents propagation of any synaptic output due to
the output voltage V here.

[0042] FIG. 3¢ shows the circuit configuration when the
pre-neuron and post-neuron circuits fire together such that
action signals V1 and V2 are applied simultaneously to the
synapse input terminals. The upper portion of the figure
shows the configuration on application of the read portions
V1R and V2, at terminals 21 and 22 respectively. Both S1 and
S2 are open, and the resulting operation is identical to that of
FIG. 3a. Hence, cell 15 is operated in a read mode and a
synaptic output signal

v, —(7’” ]m
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is propagated to post-neuron circuit 13. The lower portion of
the figure shows the configuration on simultaneous applica-
tion of the write portions V1, and V2 ;. at input terminals 21,
22. Switch S1is closed, shorting resistance R2. The voltage at
output terminal 23 is thus 0V, and there is no propagation of
synaptic potential to post-neuron 13. Here, however, switch
S2 is also closed, isolating resistance R1. This effects a pro-
gramming mode of operation in which V2. is applied to the
cell as a programming signal, resulting in a cell current:
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[0043] The amplitude of write portion V2, is above the
level required for threshold switching, whereby the cell cur-
rent effects re-programming of the cell resistance. The oper-
ating parameters in this embodiment are set such that appli-
cation of the programming signal V2, produces an
incremental reduction in cell-resistance. In particular, with
cell 15 in the high-resistance RESET state prior to synapse
operation, the accumulation characteristic of the cell means
that cell-resistance will gradually decrease towards the fully-
crystalline, low-resistance “SET” state with successive appli-
cations of the programming signal V2W. Hence, synaptic
weight will gradually increase with successive simultaneous
firings of the pre-and post-neuron circuits.

[0044] It will be seen from the above that write portion of
the action signal format is used to implement the synaptic
learning function by programming cell resistance. The read
portion is used to propagate the synaptic potential to the
post-neuron in the read mode. The switches S1 and S2 are
used to distinguish between read and write (programming)
events. Resistances R1 and R2 are selected such that synaptic
change, due to re-programming of the cell, is inhibited if only
one of the pre- and post-neuron action signals is present at the
input terminals.

[0045] Synapse 11 provides a compact neuromorphic syn-
apse configuration enabling neuromorphic systems to use
identical action signals at all instances of neuronal firing. This
dramatically simplifies inter-neuron communications. More-
over, if synapse 11 is used in an array configuration, then
synapses in rows and columns can be addressed simulta-
neously. FIG. 4 shows a simple example of a neuromorphic
system 30 comprising three neuron circuits N1, N2 and N3
interconnected via a synapse array 31. The array 31 com-
prises six synapses 11, arranged in three rows and three col-
umns, with each synapse being connected between a respec-
tive pair of pre-and post-neuron circuits. (It will of course be
appreciated that array 31 need not necessarily be configured
as a regular arrangement of rows and columns of synapses.
Synapses can be connected as described, with their assign-
ment to logical rows and columns being determined by the
neuron pairs between which they are connected. The terms
“row” and “column” are thus logical designations only and
are effectively interchangeable). In the arrangement shown,
the first input terminals 21 of synapses in each column are
connected to a respective pre-neuron line for supplying a
pre-neuron action signal from a corresponding pre-neuron
circuit in operation. The pre-neuron lines, arranged vertically
in FIG. 4, correspond to the axons of neurons N1 to N3 and are
labelled as such in the figure. The second input terminals of
synapses in each row are connected to a respective post-
neuron line for supplying a post-neuron action signal from a
corresponding post-neuron circuit in use. The post-neuron
lines are shown as solid horizontal lines in the figure. These
correspond to the post-neuron output dendrites for back-
propagation of action signals from the post-neurons. The
output terminals 23 of the synapses in each row are connected
to their corresponding post-neuron circuits for supplying syn-
aptic output signals to these circuits in operation. These con-
nections, which correspond to the post-neuron input den-
drites for receiving the synaptic outputs, are represented by
the dashed horizontal lines in the figure. Each neuron circuit
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N1 to N3 is thus connected via its axon line to a respective
column of the array and generates pre-neuron action signals
for synapses in that column. Each circuit N1 to N3 is also
connected via its output dendrite line to a respective row of
the array and generates post-neuron action signals for syn-
apses in that row. Each circuit N1 to N3 is further connected
to the output terminals of synapses in its corresponding row
for receiving synaptic output signals from synapses in that
row.

[0046] In the system of FIG. 4, a single action signal gen-
erated when a given neuron circuit N1 to N3 fires can serve as
both the pre-neuron action signal for synapses in a given
column and the post-neuron action signal for synapses in a
given row. Synapses in rows and columns can be addressed in
a single cycle, whereby all (or any subset of) synapses in the
array can be addressed in parallel. This allows synapse
updates to be performed in real-time, the synapse weights
evolving dynamically with firing of the neuron circuits. Syn-
apse arrays embodying the invention thus provide for efficient
implementation of on-chip learning applications.

[0047] Successful operation of neuromorphic systems
based on synapse 11 is clearly demonstrated by simulations
illustrated in FIGS. 5 to 9. FIG. 5 shows basic structure of a
simulation model corresponding to the system 10 of FIG. 2.
The synapse 11 is connected between a pre-neuron circuit N1
and post neuron circuit N2. Each neuron N1, N2 receives a
stimulus input (indicated as “Nlinput” and “N2input”), and is
modelled by the simple circuitry indicated in the enlarge-
ment. This includes a summation circuit for summing the
dendrite inputs, and a threshold circuit for comparing the sum
with a pre-set threshold T. The neuron circuit outputs a series
of action signal pulses while the threshold is exceeded, and
produces no output otherwise. The inputs and outputs of each
neuron are supplied for display as indicated, and the results
areillustrated in FIG. 6. This shows each neuron firing a series
of output pulses during a different set of time periods for
which its summed input exceeds the threshold. FIG. 7a indi-
cates the resulting voltage signals applied between the upper
electrode 17 and lower electrode 18 of the PCM cell 15 of
synapse 11 in the simulation. FIG. 75 indicates how the
resistance of PCM cell 15 varies with these input signals. The
synaptic output signal generated at output terminal 23 varies
according to the PCM cell resistance. It can be seen that, when
either neuron fires alone, the resistance is unchanged. How-
ever, during the period for which both neurons fire together,
successive pulses produce a gradual decrease in cell resis-
tance (corresponding to increased synaptic weight) between
maximum and minimum values. The synaptic output is
propagated only when the pre-neuron N1 is firing.

[0048] FIG. 8 illustrates a simple system for testing asso-
ciative memory functionality with synapses embodying the
invention. The diagram represents a simple associative
memory system with three neurons N1 to N3. Each neuron
provides outputs to all other neurons, with synapses Sxy
propagating outputs from a pre-neuron Ny to a post-neuron
Nx. FIG. 9 shows screen-shots of the stimulus inputs and
resulting outputs of neuron circuits N1 to N3 in a simulation
model for the FIG. 8 system with synapses 11 embodying the
invention. The regions of each display corresponding to sig-
nals before, during and after learning are indicated by the
labelled columns. It can be seen that, before learning, only
neurons with inputs exceeding the threshold fire. During
learning, neurons that fire together modify the synaptic
strength between them. After learning, the synaptic strength
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of neurons N2 and N3 has been increased due to concurrent
firing. Each of these neurons then fires when either its input
exceeds the threshold or the associated neuron fires. This
shows effective learning for implementation of associative
memory.

[0049] With the synapse 11 described above, a program-
ming signal is applied to the cell 15 during the period of
simultaneous application of write portions VIW and V2W at
the input terminals. A programming signal is thus generated if
there is at least partial overlap in the time periods during
which VIW and V2W are applied. In addition, the program-
ming signal is dependent on shape of the write portion V2W
here. These features can be exploited in neuromorphic sys-
tems embodying the invention to emulate STDP effects in
which synaptic potentiation/depression can be induced
depending on relative timing of the action signals. In particu-
lar, it is known that pre-synaptic activity that precedes post-
synaptic firing can induce long-term potentiation (LTP),
whereas reversing this temporal order causes long-term
depression (LTD). Experimentally, the type and amount of
long-term synaptic modifications as a function of'this relative
timing varies in different preparations. A neuromorphic syn-
apse architecture with potentiation and depression character-
istics as a function of the firing timing is required to emulate
these phenomena. This can be achieved with synapse 11 by
using action signals in which the write portion is shaped such
that the programming signal varies in dependence on relative
timing of the pre- and post-neuron action signals at the input
terminals. This is explained below with reference to FIGS. 10
to 17.

[0050] FIG. 10 illustrates how PCM cell-state can be modi-
fied by different regions of a shaped programming pulse. A
pulse 40 shown at the top of the figure has a short, high-
amplitude melting part 41 and a trailing edge 42 of declining
amplitude. The lower section of the figure indicates how the
phase-composition of chalcogenide volume 16 in PCM cell
15 varies with application of such a pulse. The left-hand
figure shows a wholly-crystalline cell-state before applica-
tion of the pulse. Application of the melting part 41 forms a
molten region 45 as shown in the central figure. Crystalliza-
tion occurs from the outside of this molten region during the
trailing, crystal growth part 42 of the pulse. The resulting
thickness of amorphous volume 19 decreases with increasing
trailing edge duration.

[0051] FIG. 11 indicates different relative timings of pre-
and post-neuron action signals at the input terminals of syn-
apse 11. The write portion of these action signals has the pulse
shape shown in FIG. 10. Diagram (a) in the top row indicates
identically-timed signals (tpre=tpost); diagrams (b) and (c) in
the middle row show signals with (tpost—tpre)>0; and dia-
grams (d) and (e) in the bottom row show signals with (tpost—
tpre)<0. In each case, the overlap between the write portions
of'the action signals, as indicated by the overlapping region of
the dotted rectangles in the figures, determines the program-
ming signal applied to the PCM cell 15 in synapse 11. The
programming signal corresponds to the part of the post-neu-
ron action signal V2 which is contained in this overlapping
region.

[0052] FIG. 12 indicates how cell conductivity varies in the
FIG. 2 circuit with the action signal timings of FIG. 11. The
cell 15 is initially in the high-resistance amorphous state in
this example. The programming signals corresponding to the
FIG. 11 timing diagrams are indicated at the appropriate parts
of'the curve. The point of maximum conductivity corresponds

May 5, 2016

to the identical pulse timing of diagram (a). Here, melting and
then crystallization with full trailing edge duration results in
maximum crystallization. The programming signals corre-
sponding to diagrams (b) and (c) cause melting and then
successively less crystallization according to the partial trail-
ing edge duration. Conductivity therefore gradually
decreases with increasing (tpost-tpre) until the programming
signal corresponds to the melting part only, giving no crys-
tallization. Beyond this point (no signal overlap), no pro-
gramming signal is applied and the cell stays in its initial
amorphous state. For (tpost-tpre)<0, timing diagram (d) cor-
responds to substantially no melting and partial crystalliza-
tion. Beyond this point (diagram (e)) the trailing edge ampli-
tude is insufficient to change the cell-state.

[0053] It can be seen that, due to the initial melting part of
the write portion shape for this action signal, the material goes
into a melting state independent of the initial cell-state.
Therefore, the shape of the right side of the curve (At>0) is
similar regardless of initial cell state. Synaptic potentiation or
depression can be induced depending on the relative pulse
timing. The left side of the curve (At<0), besides a small time
interval at the beginning, is mainly defined by the initial state
of'the cell. The cell-state stays unchanged, here in the initial
amorphous state.

[0054] FIG. 13 shows timing diagrams similarly to FIG. 11,
but for action signals in which the write portion has an addi-
tional melting part at the end of the trailing edge. FIG. 14
indicates the corresponding conductivity curve. The differ-
ence between use of this pulse shape and that of FIG. 11 lies
mainly in the left side of the curve (At<0). Here the cell goes
into the amorphous state independent of the initial cell-state
due to the melting part at the end of the write portion. This
feature is beneficial because the synapse will be depressed
when tpost comes before tpre independent of the current
synapse weight.

[0055] FIG. 15 indicates a conductivity curve obtained with
the alternative action signal shape shown at the top of the
figure. Here, the write portion has a constant-amplitude crys-
tallization part 50 followed by a melting part 51. Program-
ming signals corresponding to different points on the curve
areindicated as before. The point of maximum conductivity is
obtained when the programming signal corresponds to crys-
tallization part 50, giving the maximum time for crystalliza-
tion. Decreasing duration of the programming pulse reduces
the amount of crystallization as (tpost-tpre) increases. The
difference between use of this action signal shape and that of
FIG. 13 lies mainly in the right side of the curve (At>0). As
there is no initial melting part in the write portion, the pulses
applied on the right side of the curve are mainly crystalliza-
tion pulses. Therefore, the conductivity values obtained on
the right side of the curve depend on the initial state of the cell.
(The curve shown here corresponds to an initial amorphous
cell-state). This feature is useful because the synapse will
have the accumulation characteristic whereby successive
similar events will progressively modify the synaptic
strength.

[0056] The above illustrates that the programming signal
can be made to depend in various ways on relative timing of
the action signals by appropriate shaping of the write portion.
The write portion can have a variety of shapes by combining
different parts with different durations and amplitude pro-
files. As further examples, FIGS. 16 and 17 show alternatives
to the pulse-shapes of FIGS. 11 and 13 in which the crystal-
lization part has a constant amplitude. In general, combina-
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tions of different crystallization and melting parts can be used
to obtain differently-shaped STDP curves. The crystallization
parts could also comprise a sequence of shorter pulses to
enable operation with biological time-scales.

[0057] While various embodiments have been described
above, many changes and modifications can of course be
envisaged. By way of example, the switch S2 in the FIG. 2
circuit could be driven closed by the write portion VIW ofthe
pre-neuron action signal instead of the post-neuron action
signal. Circuit operation would be otherwise as before but the
post-neuron would not then need to disable its input during
V2W.

[0058] Where a component is described herein as con-
nected to another component, in general such components
may be connected directly or indirectly, e.g. via intervening
components, unless otherwise indicated.

[0059] Resistive memory cells other than PCM cells may of
course be employed in synapses embodying the invention.
Further, while it is highly desirable for the synapse to operate
with identical pre- and post-neuron action signals, the syn-
apse circuitry could of course be adapted, through appropriate
selection of components and circuit arrangement, to operate
as required in response to pre- and post-neuron action signals
which are not identical.

[0060] It will be appreciated that many other changes and
modifications can be made to the exemplary embodiments
described without departing from the scope of the invention.
[0061] The present invention may be a system, a method,
and/or a computer program product. The computer program
product may include a computer readable storage medium (or
media) having computer readable program instructions
thereon for causing a processor to carry out aspects of the
present invention.

[0062] The computer readable storage medium can be a
tangible device that can retain and store instructions for use
by an instruction execution device. The computer readable
storage medium may be, for example, but is not limited to, an
electronic storage device, a magnetic storage device, an opti-
cal storage device, an electromagnetic storage device, a semi-
conductor storage device, or any suitable combination of the
foregoing. A non-exhaustive list of more specific examples of
the computer readable storage medium includes the follow-
ing: a portable computer diskette, a hard disk, a random
access memory (RAM), aread-only memory (ROM), an eras-
able programmable read-only memory (EPROM or Flash
memory), a static random access memory (SRAM), a por-
table compact disc read-only memory (CD-ROM), a digital
versatile disk (DVD), a memory stick, a floppy disk, a
mechanically encoded device such as punch-cards or raised
structures in a groove having instructions recorded thereon,
and any suitable combination of the foregoing. A computer
readable storage medium, as used herein, is not to be con-
strued as being transitory signals per se, such as radio waves
or other freely propagating electromagnetic waves, electro-
magnetic waves propagating through a waveguide or other
transmission media (e.g., light pulses passing through a fiber-
optic cable), or electrical signals transmitted through a wire.
[0063] Computer readable program instructions described
herein can be downloaded to respective computing/process-
ing devices from a computer readable storage medium or to
an external computer or external storage device via a network,
for example, the Internet, a local area network, a wide area
network and/or a wireless network. The network may com-
prise copper transmission cables, optical transmission fibers,
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wireless transmission, routers, firewalls, switches, gateway
computers and/or edge servers. A network adapter card or
network interface in each computing/processing device
receives computer readable program instructions from the
network and forwards the computer readable program
instructions for storage in a computer readable storage
medium within the respective computing/processing device.
[0064] Computer readable program instructions for carry-
ing out operations of the present invention may be assembler
instructions, instruction-set-architecture (ISA) instructions,
machine instructions, machine dependent instructions,
microcode, firmware instructions, state-setting data, or either
source code or object code written in any combination of one
or more programming languages, including an object ori-
ented programming language such as Smalltalk, C++ or the
like, and conventional procedural programming languages,
such as the “C” programming language or similar program-
ming languages. The computer readable program instructions
may execute entirely on the user’s computer, partly on the
user’s computer, as a stand-alone software package, partly on
the user’s computer and partly on a remote computer or
entirely on the remote computer or server. In the latter sce-
nario, the remote computer may be connected to the user’s
computer through any type of network, including a local area
network (LAN) or a wide area network (WAN), or the con-
nection may be made to an external computer (for example,
through the Internet using an Internet Service Provider). In
some embodiments, electronic circuitry including, for
example, programmable logic circuitry, field-programmable
gate arrays (FPGA), or programmable logic arrays (PLA)
may execute the computer readable program instructions by
utilizing state information of the computer readable program
instructions to personalize the electronic circuitry, in order to
perform aspects of the present invention.

[0065] Aspects of the present invention are described
herein with reference to flowchart illustrations and/or block
diagrams of methods, apparatus (systems), and computer pro-
gram products according to embodiments of the invention. It
will be understood that each block of the flowchart illustra-
tions and/or block diagrams, and combinations of blocks in
the flowchart illustrations and/or block diagrams, can be
implemented by computer readable program instructions.
[0066] These computer readable program instructions may
be provided to a processor of a general purpose computer,
special purpose computer, or other programmable data pro-
cessing apparatus to produce a machine, such that the instruc-
tions, which execute via the processor of the computer or
other programmable data processing apparatus, create means
for implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks. These computer read-
able program instructions may also be stored in a computer
readable storage medium that can direct a computer, a pro-
grammable data processing apparatus, and/or other devices to
function in a particular manner, such that the computer read-
able storage medium having instructions stored therein com-
prises an article of manufacture including instructions which
implement aspects of the function/act specified in the flow-
chart and/or block diagram block or blocks.

[0067] The computer readable program instructions may
also be loaded onto a computer, other programmable data
processing apparatus, or other device to cause a series of
operational steps to be performed on the computer, other
programmable apparatus or other device to produce a com-
puter implemented process, such that the instructions which
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execute on the computer, other programmable apparatus, or
other device implement the functions/acts specified in the
flowchart and/or block diagram block or blocks.

[0068] The flowchart and block diagrams in the Figures
illustrate the architecture, functionality, and operation of pos-
sible implementations of systems, methods, and computer
program products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or por-
tion of instructions, which comprises one or more executable
instructions for implementing the specified logical function
(s). In some alternative implementations, the functions noted
in the block may occur out of the order noted in the figures.
For example, two blocks shown in succession may, in fact, be
executed substantially concurrently, or the blocks may some-
times be executed in the reverse order, depending upon the
functionality involved. It will also be noted that each block of
the block diagrams and/or flowchart illustration, and combi-
nations of blocks in the block diagrams and/or flowchart
illustration, can be implemented by special purpose hard-
ware-based systems that perform the specified functions or
acts or carry out combinations of special purpose hardware
and computer instructions.

What is claimed is:

1. A neuromorphic synapse having a resistive memory cell
connected by circuitry comprising:

first and second input terminals for respectively receiving

pre-neuron and post-neuron action signals each having a
read portion and a write portion; and
an output terminal for providing a synaptic output signal
dependent on resistance of the resistive memory cell;

the circuitry being configured such that said synaptic out-
put signal is provided at the output terminal in response
to application at the first input terminal of the read por-
tion of the pre-neuron action signal, and such that a
programming signal, for programming resistance of the
memory cell, is applied to the cell in response to simul-
taneous application of the write portions of the pre-
neuron and post-neuron action signals at the first and
second input terminals respectively.

2. The neuromorphic synapse of claim 1, wherein said
circuitry is adapted for operation with identical pre-neuron
and post-neuron action signals.

3. The neuromorphic synapse of claim 1, wherein said
circuitry is adapted such that the programming signal is
applied to the cell during the period of simultaneous applica-
tion of said write portions at the input terminals.

4. The neuromorphic synapse of claim 1, wherein said
circuitry is adapted such that the programming signal is
dependent on shape of the write portion of at least one of the
pre-neuron and post-neuron action signals at the input termi-
nals

5. The neuromorphic synapse of claim 1, wherein said
circuitry includes a switch set, configurable in dependence on
at least one of the action signals, such that the circuitry selec-
tively effects application of said programming signal to the
memory cell and provision of said synaptic output signal at
the output terminal.

6. The neuromorphic synapse of claim 5, wherein said
switch set comprises first and second switches.

7. The neuromorphic synapse of claim 6, wherein:

the circuitry includes a first resistance connected between

the first input terminal and a first electrode of the
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memory cell, and a second resistance connected
between a second electrode of the memory cell and a
reference terminal,
the output terminal is connected to the second electrode of
the memory cell;
the first switch is connected between the second electrode
and the reference terminal in parallel to the second resis-
tance; and
the second switch is connected between the second input
terminal and the first electrode of the memory cell.
8. The neuromorphic synapse of claim 7, wherein the cir-
cuitry is adapted such that the first switch is closed during the
write portion of the pre-neuron action signal, and the second
switch is closed during the write portion of one of the pre-
neuron and post-neuron action signals.
9. The neuromorphic synapse of claim 7, wherein the first
and second resistances are adapted to inhibit programming of
the memory cell in response to application of only one of the
pre-neuron and post-neuron action signals at the input termi-
nals.
10. The neuromorphic synapse of claim 7, wherein the
memory cell comprises a phase-change memory cell.
11. A neuromorphic synapse array comprising:
a plurality of neuromorphic synapses having a resistive
memory cell connected by circuitry, wherein the syn-
apses are assigned to logical rows and columns of the
neuromorphic synapse array;
the circuitry comprising:
first and second input terminals for respectively receiv-
ing pre-neuron and post-neuron action signals each
having a read portion and a write portion; and

an output terminal for providing a synaptic output signal
dependent on resistance of the resistive memory cell;
and

the circuitry being configured such that said synaptic
output signal is provided at the output terminal in
response to application at the first input terminal of
the read portion of the pre-neuron action signal, and
such that a programming signal, for programming
resistance of the memory cell, is applied to the cell in
response to simultaneous application of the write por-
tions of the pre-neuron and post-neuron action signals
at the first and second input terminals respectively;
and

the first input terminals of synapses in each column are
connected to a respective pre-neuron line for supplying
a pre-neuron action signal from a corresponding pre-
neuron circuit in use;

the second input terminals of synapses in each row are
connected to a respective post-neuron line for supplying
a post-neuron action signal from a corresponding post-
neuron circuit in use; and

the output terminals of synapses in each row are arranged
for connection to said corresponding post-neuron circuit
for supplying synaptic output signals to that circuit in
use.

12. The neuromorphic synapse array of claim 11, wherein
said circuitry is adapted for operation with identical pre-
neuron and post-neuron action signals.

13. The neuromorphic synapse array of claim 11, wherein
said circuitry is adapted such that the programming signal is
applied to the cell during the period of simultaneous applica-
tion of said write portions at the input terminals.
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14. The neuromorphic synapse array of claim 11, wherein
said circuitry is adapted such that the programming signal is
dependent on shape of the write portion of at least one of the
pre-neuron and post-neuron action signals at the input termi-
nals

15. The neuromorphic synapse array of claim 11, wherein
said circuitry includes a switch set, configurable in depen-
dence on at least one of the action signals, such that the
circuitry selectively effects application of said programming
signal to the memory cell and provision of said synaptic
output signal at the output terminal.

16. The neuromorphic synapse array of claim 15, wherein
said switch set comprises first and second switches.

17. The neuromorphic synapse array of claim 16, wherein:

the circuitry includes a first resistance connected between

the first input terminal and a first electrode of the
memory cell, and a second resistance connected
between a second electrode of the memory cell and a
reference terminal,
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the output terminal is connected to the second electrode of

the memory cell;

the first switch is connected between the second electrode

and the reference terminal in parallel to the second resis-
tance; and

the second switch is connected between the second input

terminal and the first electrode of the memory cell.

18. The neuromorphic synapse array of claim 17, wherein
the circuitry is adapted such that the first switch is closed
during the write portion of the pre-neuron action signal, and
the second switch is closed during the write portion of one of
the pre-neuron and post-neuron action signals.

19. The neuromorphic synapse array of claim 17, wherein
the first and second resistances are adapted to inhibit pro-
gramming of the memory cell in response to application of
only one of the pre-neuron and post-neuron action signals at
the input terminals.



