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COMMERCIAL AND GENERAL AIRCRAFT
AVOIDANCE USING MULTI-SPECTRAL
WAVE DETECTION

BACKGROUND

[0001] Unmanned Aerial Vehicles (UAV) have become
relatively common among hobbyists, commercial entities
(e.g., aerial photography), and military users. These aerial
vehicles generally operate at low altitudes where air traffic is
busiest and most unpredictable. For example, take-off and
landing of commercial aircraft, test flights, private pilot activ-
ity, hobbyists, balloons and blimps, aerial advertising, float
planes, emergency responders and other UAV's may be more
likely to be present within the UAV’s airspace. A UAV, oper-
ating autonomously or under the control of an operator must
actively avoid interference with other objects, both moving
and stationary, that are present within the UAV’s airspace.

[0002] Aircraft collision avoidance systems (ACAS) and
aircraft separation assurance systems (ASAS) are intended to
operate independently of a ground-based air traffic control-
lers. Several systems are commonly used onboard manned
aircraft to avoid collisions and maintain aircraft separation,
for example, airborne radar and traffic collision avoidance
systems. However, these systems are often heavy, expensive,
and/or rely on active interrogation of the transponder of air-
craft in the vicinity of the aircraft conducting the interroga-
tion. Lighter systems are generally passive and rely on trans-
mission of transponder information from nearby aircraft,
thereby only passively preventing an interaction between air-
craft in the vicinity of the transmitting air vehicle. In some
instances, an object may not be equipped with a transponder
and therefore would be invisible to passive detection using
these techniques. Additionally, in the busiest and most unpre-
dictable airspace, i.e., low altitudes, manned air vehicles typi-
cally rely on the pilot and Air Traffic Controllers to prevent
interactions and maintain adequate separation between air-
craft.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] The detailed description is described with reference
to the accompanying figures. In the figures, the left-most
digit(s) of a reference number identifies the figure in which
the reference number first appears. The same reference num-
bers in different figures indicate similar or identical items.

[0004] FIG. 1 is a schematic diagram of an illustrative
unmanned aerial vehicle (UAV) airspace comprising partly of
a UAV, moving and stationary objects, UAV sensors, and a
UAV flight-management system to dynamically update a
UAV flight plan.

[0005] FIG. 2 is a schematic diagram of a UAV’s airspace
illustrative of one or more UAV detection zones, including a
perimeter object detection zone and an inner active object
monitoring zone.

[0006] FIG. 3 is a block diagram illustrative of a UAV’s
flight management system comprising a processor, computer-
readable media, one or more sensors, an acoustic transmitter,
and wireless communication component.

[0007] FIG. 4 is a schematic diagram of an illustrative
performance parameter database to associate an identified
object with characteristic performance parameters and a scal-
able trajectory envelope with the identified object.
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[0008] FIG. 5 is a schematic diagram of a UAV airspace
indicating probability derived maps representing an object’s
current position, trajectory, and likelihood of trajectory
change at a future time.

[0009] FIG. 6A is a pictorial plan view representing a UAV
airspace, including an aircraft with a representative lighting
system including navigational and anti-collision lights. The
representation further depicts multiple UAVs detecting the
aircraft while maintaining network communication between
the UAVs.

[0010] FIG. 6B is a pictorial side view of the aircraft of FIG.
6A. FIG. 6B represents multiple UAVs detecting the same
aircraft as in FIG. 6 A while maintaining network communi-
cation between the UAVs.

[0011] FIG. 7 is a schematic diagram representing a plan
view ofa UAV’s airspace and illustrating a UAV peer-to-peer
(P2P) communication network capable of extending the
detection limits of individual UAVs and increasing the signal
strength of individual UAVs within the network.

[0012] FIG. 8is aflow diagram of an illustrative process for
detecting and identifying an object and managing a UAV
flight plan.

[0013] FIG.9is aflow diagram of an illustrative process for
detecting and identifying an object and managing a UAV
flight plan using images representing the UAV’s airspace.
[0014] FIG. 10 is a flow diagram of an illustrative process
for detecting and identifying an object and managing a UAV
flight plan using acoustic signals representing the UAV’s
airspace.

[0015] FIG. 11 is a flow diagram of an illustrative process
for detecting and identifying an object and managing a UAV
flight plan showing the exchange of information over a multi-
UAV communication network.

DETAILED DESCRIPTION

Overview

[0016] This disclosure is directed to an unmanned aerial
vehicle (“UAV”) and systems, devices, and techniques per-
taining to object detection and/or object separation and avoid-
ance during operation of the UAV. The UAV may be used to
deliver cargo, e.g., from a fulfillment center to one or more
destinations, and may then return to the fulfillment center or
other location to retrieve other cargo for another transport to
one or more additional destination. The UAV may include a
plurality of sensors including, for example, one or more cam-
eras capable of capturing one or more wavelengths of elec-
tromagnetic energy including infrared and/or visual, an
acoustic sensor (e.g., a microphone, etc.), and/or multispec-
tral sensor for the detection and autonomous avoidance of
objects during the UAV’s operation. The UAV may also
include one or more transmitters, such as an acoustic trans-
mitter.

[0017] The UAV may interrogate data captured by the sen-
sors to determine a source, source trajectory, and source oper-
ating characteristics (e.g., a speed and/or acceleration). The
UAV may also identify an object-type associated with the
source of the transmission (e.g., stationary object, fixed wing
air vehicle, rotorcraft, blimp/balloon, etc.) and likelihood of
trajectory changes of the source by analyzing captured signal
data over a period of time. From the object identification and
likelihood of trajectory change, the UAV may then determine
a trajectory envelope for individual ones of the one or more
objects detected by the UAV. The UAV may also compare its
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own flight plan to the one or more trajectory envelopes and
update its own flight plans to minimize or eliminate the like-
lihood of interaction with the one or more objects. The object
avoidance system may be used to continuously ensure safe
travel for the UAV and objects within UAV’s airspace
throughout the UAV’s operation.

[0018] In various embodiments, an object detection and
avoidance system may include one or more monitoring zones.
In one implementation, a UAV may actively monitor one or
more air-space regions, including an interior active monitor-
ing zone nearest to the UAV. The UAV may also monitor a
detection zone beyond the active monitoring zone and to the
maximum detection limits of the UAV’s sensors. Beyond a
detection zone, the UAV may not monitor objects or object
locations. However, the UAV may exchange information
about objects with one or more nearby UAVs to effectively
increase the UAV’s detection limit and/or detection zone
perimeter.

[0019] When an object is present in the outermost moni-
tored airspace region, the detection zone, the UAV may con-
stantly monitor low-fidelity operating characteristics of the
object such as relative position and/or trajectory. When an
object moves into the innermost airspace region, the active
monitoring zone, the UAV may constantly monitor charac-
teristics of the object with a higher degree of fidelity. For
example, the UAV may maintain at least an active position of
the object, a trajectory of the object, and/or a trajectory enve-
lope for the detected object.

[0020] In accordance with one or more embodiments, the
UAV may be equipped with a flight management system
comprising a processor, computer readable media, one or
more sensors, one or more output devices, and a wireless
communications component. The flight management systems
may receive and analyze sensor data representing signals
from the UAV’s airspace. The flight management system may
compare the analyzed data to database information to identify
the source of the signals. The flight management system may
determine operating characteristics of the identified object
based in part on changes in the received signals. Further, the
flight management system may determine a trajectory enve-
lope for one or more detected objects based at least partly on
the performance parameters associated with the object by an
object performance parameter database. The flight manage-
ment system may also maintain a dynamic UAV flight plan
and update the plan to reduce or eliminate the likelihood of
interference with one or more objects operating within the
UAV’s airspace.

[0021] In some embodiments, an object performance
parameter database may maintain information characterizing
performance parameters associated with one or more objects
within the UAV’s airspace. For example, the object parameter
databases may include characteristics of common or likely to
be encountered objects (e.g., aircraft, stationary objects, etc.)
within any given airspace. Sample characteristics may
include, without limitation, rate of climb and/or rate of
decent, an object’s operating ceiling, range, speed, maneu-
verability, and/or a scalable trajectory envelope. Further-
more, the characteristics of the objects in the performance
parameter database may organized into one or more classes of
aircraft such as fixed wing, rotorcraft, blimp and/or balloon,
experimental aircraft, etc.

[0022] Additionally, the object performance parameter
database may include a scalable trajectory envelope for each
object. A scalable trajectory envelope may be a three-dimen-
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sional geometry that describes that probability of trajectory
change of the object based on the performance parameters
associated with the object and stored in the performance
parameter database. Further, the object’s current operating
characteristics such as the position relative to the UAV and/or
the object’s determined trajectory, including speed, may be
used by the flight management system to scale the scalable
trajectory envelope associated with the object and determine
a trajectory envelope that represents the object’s probability
of trajectory change. Additionally, the flight management
system may update its own flight plan to minimize interfer-
ence with the object based on the scaled trajectory envelope.
[0023] Inadditional embodiments, a UAV’s flight manage-
ment system may determine a trajectory envelope for one or
more objects detected in a UAV’s airspace. A trajectory enve-
lope may be determined based at least partly on the object’s
operating characteristics and/or a probability of trajectory
change of the object. Furthermore, the flight management
system may determine a probability of interaction between
the UAV and the object based at least partly on the current
trajectory of the detected object, the object’s performance
parameters, and one or more performance parameters asso-
ciated with the object. The probability of interaction may vary
at greater distances from the object and/or over time depend-
ing on the object’s current operating characteristics and/or
performance parameters associated with the object.

[0024] Insome embodiments, the UAV may capture a plu-
rality of images representing the UAV’s airspace and analyze
the captured images for indications of objects. An indication
may be the profile of an aircraft and/or one or more navigation
or anti-collision lights on the aircraft. Additionally, an indi-
cation may include the on-off frequency or rotational fre-
quency of one or more identified aircraft lights. The UAV may
analyze collected images for indications of similar lighting
schemes or similar light flashing frequency and/or duration
and, with reference to an object database, identify the object.
Furthermore, object performance parameters may be deter-
mined from changes in the position of an identified object
within the plurality of images relative to the UAV.

[0025] In further embodiments, the UAV may capture
acoustic signals representing the UAV’s airspace and analyze
the captured acoustic signals over a period of time to identify
the object or objects emitting or reflecting the acoustic signals
and/or the change in the object’s trajectory (e.g., direction
and/or speed). The captured acoustic signal may represented
as a spectrogram and identify portions of the spectrogram
representing a fingerprint. The fingerprint may then be used to
identify the object. Furthermore, the object’s operating
parameters (e.g., trajectory and/or speed, etc.) based on
changes in the acoustic signal over a period of time. Addi-
tionally a trajectory envelope may be determined to describe
the likelihood of'the object interacting with the UAVs’ current
flight plan. If an interaction is probably or even possible, the
UAV’s flight plan may be updated.

[0026] In still some embodiments a UAV may communi-
cate with one or more nearby UAVs via a peer-to-peer (P2P)
network to share sensor-captured information. A nearby UAV
may have additional information about an object in shared
airspace. One or all UAVs in the network may supplement
captured data with shared data to improve the accuracy of
object detection and classification.

[0027] Instill further embodiments, one or more UAV's may
maintain a communication network to extend the detection
limit of any individual UAVs within the network. A sensor
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may have an inherent instrument detection limit creating a
maximum object detection distance from the UAV. However,
a first UAV may maintain a communication link with a first
plurality of nearby UAVs. Furthermore, an individual UAV of
the first plurality may be either within or outside of the first
UAV’s detection limits. In turn, each member of the first
plurality of UAVs may maintain a communication link with
one or more additional UAVs from within a second plurality
of UAVs. The first UAV may capture information related to a
detected object within its own detection limits and share the
captured information with one or more UAVs of the first
plurality, including the second UAV. The one or more UAV's
of the first plurality may then, in turn, share the captured
information with the second plurality and/or utilize the infor-
mation for object detection. Thereby, the captured informa-
tion shared over the communication network may be used to
improve the accuracy of object detection and classification
and extend the determination limits of individual UAVs
within the network.

[0028] The techniques, apparatuses, and systems described
herein may be implemented in a number of ways. Example
implementations are provided below with reference to the
following figures.

[0029] FIG. 1 is a schematic diagram of an illustrative
UAV’s airspace 100 partly including a UAV 114; moving and
stationary objects 102; UAV sensors, including for example
an optical sensor 124 and/or an acoustic sensor 126; and an
UAV flight-management system 120 to dynamically update a
UAV flight plan 132. The airspace 100 may be, for example,
the airspace between the UAV’s base location 128 and one or
more destination locations 130. The UAV’s airspace 100 may
also include airspace associated with UAV loading (i.e.,
where the UAV loads a payload 110 for delivery), tack-off,
and/or delivery). The relative position of the one or more
objects 102 and one or more nearby UAVs 116 is not limiting,
and thus they may be at any location relative to the UAV 114
within the UAV’s airspace 100.

[0030] The UAV’s airspace 100 may include a plurality of
objects 102. The objects may include a myriad of object
types. For example, as shown in FIG. 1, an object 102(1) may
be a fixed wing aircraft. However, an object 102 may also
include any type of air vehicle, such as a nearby UAV 116, a
rotorcraft, and/or blimp or balloon. Additionally, an object
102 may be a stationary object such as a building or factory,
antenna 102(2), high voltage power lines, control tower, run-
way or runway lighting, bridge, wildlife (e.g., birds, etc.),
tree, or other natural formation such as a mountain or rock
formation, for example.

[0031] An object 102 may be associated with one or more
operating characteristics 104 such as, for example: trajectory,
speed, and/or acceleration. Further, an object 102 may gen-
erate one or more capturable indications. Object generated
indications may refer to energy waves created, reflected, and/
oremitted by an object, including acoustic or electromagnetic
energy (i.e., visible light 108 and infrared frequencies) and/or
acoustic signals 106, for example. An object 102 may also
reflect and/or emit unique frequencies throughout the elec-
tromagnetic spectrum depending on the materials or systems
that make up an object 102. For example, hyperspectral imag-
ing or multispectral imaging may be used to determine the
composition of an object 102 by capturing specific frequen-
cies of reflected electromagnetic energy. In one embodiment,
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the polymer of the paint or similar coating may produce a
unique spectral fingerprint from which an object 102 may be
identified.

[0032] Furthermore, a UAV may house a flight manage-
ment system 120 to direct the signal capture and analysis;
object detection, and modifications to the UAV’s flight plan.
An embodiment of a flight management system 120 is
described in further detail below with respect to FIG. 3. For
example, the flight management system 120 may access
object indications (e.g., signals generated from sound 106
caused by the object, signals generated from light 108 emitted
from the object) and process the indications into a format
suitable for analysis. For example, acoustic signals 106 may
be formatted into a spectrogram representing the frequency
change of'the signal over time. The flight management system
120 may then identify features of the signal representative of
the object and compare those features to a database of features
associated with known objects. The flight management sys-
tem may thereby positively identify the object associated with
the indications. The flight management system may then
associate performance parameters from a database 121 with
the identified object to determine an operating envelope 123
or probability of trajectory change.

[0033] Additionally, the flight-management system 120
may determine the distance between the UAV 114 and one or
more identified objects 102. The distance may be determined
by range-finding techniques such as, without limitation, a
range-finding focusing mechanism, a laser rangefinder, a
pulse radar technique, or an ultrasonic ranging technique. The
flight-management system 120 may first identify an object
operating in the UAV’s airspace and then determine the dis-
tance and operating characteristics of the object using range-
finding techniques.

[0034] Additionally, the UAV’s flight management system
120 may compare the UAV’s operating characteristics 112
and current flight plan 132 to the identified object’s operating
envelope to determine the necessity of modification to the
current flight plan 132. The flight management system 120
may update the flight plan by determining a minimum likeli-
hood of interaction with the identified object’s operating
envelope as well as a maximum efficiency (fuel consumption
and/or flight time) for delivery of the payload 110.

[0035] The UAV 114 may maintain a communication net-
work 122 such, as a peer-to-peer network (P2P network), or
similar communication interface between the UAV 114 and
one or more nearby UAVs 116. The UAV 114 may utilize
information gathered from nearby UAVs 116 to improve
accuracy of object identification and extend the detection
limits of the UAV’s sensing equipment to include the detec-
tion limit of the one or more nearby UAV's 116 of the network.
Additionally, data shared via the communication interface
122 may be used to triangulate the location of objects 102
over time and improve the accuracy of determined operating
object characteristics 104 and/or the operating characteristics
118 of the one or more nearby UAVs 116 present within the
UAVs airspace 100.

[0036] Furthermore, a flight management system 120 may
maintain a dynamic flight plan 132 for the UAV 114. The
dynamic flight plan 132 may describe the completed portion
and/or planned portion of a flight path between the UAV’s
base location 128 and one or more destination locations 130.
The flight management system 120 may consider fuel level,
weigh of payload 110, distance to one or more of the desti-
nation locations 130, distance traveled from a base location
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128, airspace congestion, etc. Furthermore, the flight man-
agement system 120 may include the location of one or more
remote charging stations, suspension of operations due to
airspace congestion and/or likelihood of interference with an
object 102 in the UAV’s airspace 100, or other unplanned
destination as part of optimization of the flight plan 132.
[0037] FIG. 2 is a schematic diagram of a UAV’s airspace
illustrative of one or more UAV detection zones, including a
perimeter object detection zone and an inner active object
monitoring zone 200. In some embodiments, the UAV detec-
tion zones may include an active object monitoring zone 202
and an object detection zone 204. A UAV 212 may maintain
two zones at perimeter distances 216 and 218, respectively.
However, more or fewer zones may be used. The active moni-
toring zone 202 is maintained at a distance that it ensures safe
operation of the UAV 212 relative to the UAV’s operating
characteristics 214 and the operating characteristics of one or
more objects within the UAV’s airspace 100. The perimeter
distance 216 of the active monitor zone 202 may therefore
vary depending on various factors. Furthermore, an object
detection zone distance 218 may be maintained at the detec-
tion limits of the UAV’s sensors 230. Objects operating in
either the active object monitoring zone 202 or the object
detection zone 204 may be detected and monitored using
visual and/or acoustic signatures of the objects. For example
in an acoustic detection, the UAV may receive object gener-
ated or reflected acoustic indications (i.e., sound waves from
operation of'an object). Additionally or alternatively, the UAV
may capture visual images of the UAV’s airspace, including
lighting associated with one or more objects, to identify and
monitor objects.

[0038] The UAV’s airspace 100 may contain one or more
unmonitored objects 226, one or more detected objects 220,
and/or one or more actively monitored objects 206. Alterna-
tively, any one zone or all zones within the UAV’s airspace
100 may contain no objects. Furthermore, unmonitored
objects 226 may be outside of the detection limits of the
UAV’s sensors 230. The UAV 212 may obtain unmonitored
object operating characteristic 228 from one or more nearby
UAV’s 230 such that the one or more nearby UAV’s 230
shares, via a communication interface, unmonitored object
operating characteristics 228 when the object enters the
UAV’s detection zone 204.

[0039] The UAV 212 may monitor one or more operating
characteristics 222 of objects within the object detection zone
204 such as location, speed, and/or trajectory of the object
220. In some instances, the UAV 212 may not monitor oper-
ating characteristics 228 of objects outside of the detection
zone due to limitations of sensors, likelihood of interaction,
and/or other reasons. Further, the UAV 212 may associate a
trajectory envelope 224 with the object 220 and the UAV’s
flight management system may update the UAV’s flight plan
to avoid interaction with the trajectory envelope 224 in the
future.

[0040] For objects operating in the UAV’s detection zone
204 the detectable signal received from an object may be
proportional to the distances between the object 220 and the
UAV 212 at any point in time. Therefore, the UAV 212 may
associate a trajectory envelope 224 with the object 220 that is
scaled proportionally to the signal strength relative to a his-
torical signal strength and/or a maximum scaling factor when
the signal strength falls below a threshold level. Additionally,
the trajectory envelope 224 may reflect alevel of risk the UAV
operator wishes to assume for the likelihood of interaction

Aug. 25,2016

with other objects within the UAV’s airspace 100. The result-
ing trajectory envelope would be a maximum relative to the
determined object operating characteristics. In some cases,
the UAV 212 may suspend operation to accommodate busy
airspace where the UAV 212 may not determine a sufficiently
risk-free flight plan.

[0041] The UAV 212 may transition to an active monitoring
of'an object when the object (e.g., the object 206) enters the
active monitoring zone 202 and is located within the distance
216 from the UAV 212. The object 206 may also be first
detected within the active monitoring zone 202. The UAV 212
may determine the object’s operating characteristics 208 as
well as identify the object type based on analysis of signals
generated by the sensors 230 that observe the object. The
UAV 212 may therefore maintain higher fidelity details of an
object 206 within the active monitoring zone 202 relative to
an object 220 within the detection zone 204. For example, the
UAV 212 may identify the object 206 by determining the
object-type based at least in part on generated signals associ-
ated with the object 206. The UAV 212 may then determine a
probability of trajectory change associated with the object
based at least in part on performance parameters associated
with the identified object-type, such as maximum rate of
climb and rate of descent (i.e., sink rate), the identified
object’s operating ceiling, rang, maximum speed and overall
maneuverability or operating envelope. The identified object-
type may be either stationary or moving, the object’s operat-
ing characteristics, and determined probability of trajectory
change may reflect the identified object-type. The UAV’s
flight management system may incorporate the higher fidelity
details of the object’s operating characteristics 208 to deter-
mine the object’s trajectory envelope 210 and update the
UAV’s flight plan based at least in part on the determined
trajectory envelope 210.

[0042] FIG. 3 is a block diagram illustrative of a UAV’s
flight management system 300 comprising: a processor, com-
puter-readable media, one or more sensors, an acoustic trans-
mitter, and wireless communication component. FIG. 3 is
discussed with reference to FIG. 1. A UAV 114 may house a
flight management system 300. The flight management sys-
tem 300 may be comprised of a processor 302, a computer-
readable storage media 304, and one or more sensors includ-
ing, for example, an optical sensor 316, acoustic sensor 318,
and/or multispectral sensor 320. The flight management sys-
tem 300 may further comprise an acoustic transmitter 322 and
wireless communication component 324. Additionally, the
flight management system may comprise one or more data-
bases including, for example, a characteristic feature data-
base 312 and a performance parameter database 314.

[0043] The computer-readable storage media 304 may
include a flight plan manager module 306, an object trajectory
module 308, and a signal processor module 310. Additionally,
or alternatively the signal processor module 310 may be
implemented, at least in part, on a remote server for analysis
(e.g., uploaded and analyzed to a cloud server or dedicated
server). The signal processor module 310 may obtain and
process the signals captured by the one or more sensors. The
signal processor module 310 may compare features in the
signals to a database of known features thereby associating an
objectassociated with the signals to a known object type (e.g.,
a fixed wing aircraft, or more particularly, a specific model of
aircraft). The object trajectory module 308 may compare
processed signals over a period of time to determine the
trajectory of the object relative to the UAV 114. Furthermore,
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the object trajectory module 308 may receive the identified
object-type from the signal processor module 310 and com-
pare the object-type to a database of performance parameters
314 associated with a plurality of object-types. The object
trajectory module 308 may receive identification of the object
from the signal processor module 308, and with the object
performance parameters and current operating characteris-
tics, determine a trajectory envelope for the object.

[0044] The flight plan manager module 306 may store the
UAV’s current flight plan and interact with the object trajec-
tory module 308 to update the UAV’s flight plan as necessary.
For example, the flight plan manager module 306 may deter-
mine a likelihood of interaction between the UAV’s current
flight plan 132 and the object’s trajectory envelope. The flight
plan manager module 306 may determine an optimized flight
plan to avoid interaction with an object’s trajectory envelope
as well as factors such as: fuel level, payload weight, distance
to one or more destination, distance traveled from a base
location, airspace congestion, etc.

[0045] The optical sensor 316 may capture one or more
images of the UAV’s airspace (e.g., the airspace 100 shown in
FIG. 1) with an imaging sensor or other type of optical sensor
over time for analysis by the signal processor module 310. For
example, the optical sensor 316 may capture multiple images
of the UAV’s airspace containing one or more objects (e.g.,
the objects 102 shown in FIG. 1). The signal processor mod-
ule 310 may detect one or more characteristic features of the
objects within the images for comparison with a characteris-
tic feature database 312. An object is identified as a specific
object-type when there is a positive match between the char-
acteristic features of the object and one or more features in the
characteristic feature database 312. For example, image
analysis may detect the presence of a plurality of navigational
or anti-collision lights in an arrangement (e.g., distances/
spacing and/or locations) associated with a fixed wing object.
The signal processor module 310 may determine character-
istic features of the plurality of lights, such as spacing and/or
blinking frequency or rotation frequency of the light pattern,
possibly using the distance information of the UAV from the
object, as discussed above. The object may be identified by a
comparison between the characteristic features identified
from the image and a characteristic feature database 312.
[0046] More particularly, image analysis may be used to
identify common lighting patterns present on an aircraft. For
example, a commercial aircraft operating in regulated air-
space typically require one or more navigational lights and
anti-collision lighting. Typically, navigational lighting con-
sists of at least red and white lights on the port, or left side of
the aircraft, and green and white lights on the starboard, or
right side, of the aircraft. Additionally, the aircraft may have
a white light at the end of the wings and on the fuselage of the
aircraft and anti-collision lighting at a forward position on the
fuselage ofthe aircraft. The signal processor module 310 may
compare the identified characteristic features, such as the
relative position of one or more detected lighting arrange-
ments on the aircraft, with similar features stored in the char-
acteristic feature database module 312 to determine the air-
craft’s identity. Additionally, the signal processor module 314
may determine the flashing frequency of the identified light-
ing arrangement with reference to a characteristic feature
database module 308 to identify the aircraft 102.

[0047] Furthermore, the one or more objects may be iden-
tified by comparing visual characteristics of the one or more
objects with characteristics stored in the characteristic feature
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database module 312. For example, if the object is a fixed
wing aircraft, the signal processor module 310 may use image
analysis techniques such as edge detection and feature extrac-
tion to determine that the object has an unswept-wing with a
wingspan of thirty-six feet, a conventional wheeled undercar-
riage, an aspect ratio of 7.32, a length of twenty-seven feet,
and/or a propeller. By comparing the identified characteristic
features to the characteristic feature database 312, the signal
processor module 310 may demine the object to be a “Cessna
172,” atype of small private aircraft, or another craft within a
similar class.

[0048] An acoustic sensor 318 may generate an acoustic
signal based on sound generated or reflected by an object. The
acoustic sensor 318 may be in the form of an array assembly
of'acoustic sensors. Through signal processing, directionality
and/or movement of object associated with the generated
acoustic signal may be determined, such as through use of
beamforming techniques. Thus, processing of the generated
signal may enable tracking location, orientation, and/or
movement of the object, as well as determining a unique
signature of the signal that indicates a classification of a type
of object that is associated with the sound. Furthermore, an
acoustic transmitter 322 may transmit acoustic waves that
may be reflected by one or more objects operating within the
airspace.

[0049] A signal processor module 310 may represent the
signal as a spectrogram of signal intensity, time, and fre-
quency. The signal processor module 310 may identify por-
tions of the spectrogram that represent unique fingerprints of
the captured acoustic signal at 1006. For example, the signal
processor module 310 may identify fingerprint portions of the
spectrogram based the signal intensity relative to a signal-to-
noise ratio of the spectrogram meeting or exceeding a thresh-
old value. By comparing the identified fingerprint to the char-
acteristic feature database 312, the signal processor module
310 may demine the object to be a small private (e.g., a Cessna
172) aircraft, or another aircraft within a similar class. As
discussed above, the signal processor module 310 may
employ beamforming processing to locate a direction of a
sound and/or to track movement of a source of the sound.
[0050] Additionally, or alternatively, a multispectral sensor
320 may capture electromagnetic energy reflected or emitted
for an object to identify specific characteristics of the object.
For example, a polymer-based coating unique to a particular
design or type of aircraft may reflect a specific wavelength of
electromagnetic energy. The multispectral sensor 320 may
identify a fingerprint from the captured electromagnetic
energy reflected by the coating, via the signal processor mod-
ule 310, and comparison of the fingerprint to the characteris-
tic future database 312 may result in identification of the
object.

[0051] The flight management system 300 may further
identify the object’s performance parameters with reference
to a performance parameter database module 314. The flight
management system 300 may cross-reference the determined
object-type of the identified object with a performance
parameter database module 314 to determine the identified
object’s performance parameters. For example, the perfor-
mance parameters may include, rate of climb and/or decent,
the aircraft’s operating ceiling, range, speed, maneuverabil-
ity, and/or flight envelope of the identified object. For
example, with reference to the identified small private aircraft
above, the performance parameter database 314 may deter-
mine that the object has a cruise speed of 122 knots, a maxi-
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mum speed of 163 knots, a service ceiling of 13,500 feet, and
a rate of climb of 721 feet per minute. The flight management
system 300 may use the performance parameters and operat-
ing characteristics of the object to determine a trajectory
envelope and update the UAV’s flight plan.

[0052] The object trajectory module 308 may receive and
analyze one or more images of the UAV’s airspace, in con-
junction with object identification results and determined
object performance parameters from the signal processor
module 310 to determine the current trajectory of an identi-
fied object 102, as well as the probability of a trajectory
change, or trajectory envelope. For example, the identified
small private aircraft may have a conical trajectory envelope
and be scaled to reflect the small private aircraft’s operating
characteristics. Trajectory envelopes are discussed in further
detail with respect to FIGS. 4 and 5.

[0053] The flight management system 300 may also com-
prise a wireless communication component 324 capable of
maintaining a communication network (such as the commu-
nication network 122 shown in FIG. 1), or a P2P network,
between a plurality of UAVs. For example, a UAV and one or
more nearby UAVs operating within the UAV’s airspace may
transfer database information, object identification data, and/
or data representing a captured signal from the UAV’s air-
space. Furthermore, an object located within the detection
limits of multiple UAVs may allow for the triangulation of the
objects position relative to the UAV network.

[0054] FIG. 4 is a schematic diagram of an illustrative
performance parameter database 400 to associate an identi-
fied object with characteristic performance parameters and a
scalable trajectory envelope with the identified object. The
database 400 may comprise of a plurality of performance
parameters 402, such as climb rate, operating ceiling, range,
maneuverability, decent rate, cruise speed, etc., and associ-
ated values 403. Every object maintained in the database 400
may have an associated value with each of the performance
parameters 402. The objects may be further categorized based
on the object-type 404, such as fixed wing 404(1), rotorcraft
404(2), balloon/blimp 404(3), stationary object, etc. In some
embodiments, the database 400 may include specific aircraft
and/or objects, such as specific models of aircraft. Each
object-type 404 may have one or more subcategories further
identifying the object with increasing specificity. For
example, “fixed wing” may be further subdivided into “com-
mercial” and private pilot” and further again into “commer-
cial-cargo” and “commercial-passenger.” Furthermore, each
object-type 404 may be represented by one or more visual
representations 406. The one or more visual representations
may be used for identification of the structural features of an
identified object. Additionally, the database 400 may com-
prise a scalable trajectory envelope for each object type. The
scalable trajectory envelope may reflect a probability of tra-
jectory change of the object based on one or more perfor-
mance parameters 402 such as maneuverability, speed, or
operating ceiling, for example, and associated performance
values 403 of the identified object.

[0055] A trajectory envelope profile may be characterized
as scalable volume representing the trajectory envelope. The
scalable volume may be scaled based on an identified object’s
operating characteristics, such as speed and/or acceleration,
historic information available for the object’s trajectory. For
example, a scaling factor may be sized to reflect a predict-
ability factor associated with the object within the UAV’s
airspace. Furthermore, if the trajectory of a detected object
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has changed in excess of a threshold amount and/or in excess
of'a threshold number of instances within the UAV’s airspace
over the course of a predetermined amount of time, the scal-
ing factor will be larger than if the object’s trajectory is
constant over the same predetermined amount of time. The
predictability factor may approach a value of “1” for an object
that is likely to maintain a constant trajectory based on his-
torical data.

[0056] A scalable volume may be characteristic of the
object type. For example, a fixed wing 408 aircraft’s perfor-
mance parameters generally result in a relatively constant
flight path outside of takeoff, landing, and altitude changes to
avoid turbulence or other aircraft. Therefore, the resulting
scalable volume 410 may result in a conical-like scalable
volume 410 reflecting the relatively moderate maneuverabil-
ity of the aircraft and relatively narrow speed and acceleration
envelope of the aircraft. The scalable trajectory envelope may
be described mathematically by dimensional characteristics
412. The dimensional characteristics may be scaled to repre-
sent the operating characteristics of the object.

[0057] Similarly, a rotorcraft 414, having higher maneuver-
ability relative to a fixed wing aircraft 408 may have a tear-
drop-like scalable volume 416. A teardrop-like volume may
represent the capability of the rotorcraft to rapidly change
direction, speed, and/or acceleration. The rotorcraft’s scal-
able volume 416 may be mathematically represented by simi-
lar dimensional characteristics 417 that may be scaled to
reflect the rotorcraft’s operating characteristics.

[0058] A third example, a balloon or blimp 418, may have
a relatively small spherical scalable volume 420, reflecting
the object’s narrow performance parameters such as speed
and maneuverability. The volume 420 may be spherical
reflecting the blimp’s unpredictability relative to a fixed wing
aircraft 408 or rotorcraft 414, for example. The spherical
shape may be represented by dimensional characteristics 422
and scaled to reflect the blimp’s operating characteristics.
[0059] FIG. 5 is a schematic diagram of a UAV airspace
indicating probability-derived maps 500 representing an
object’s current position, trajectory, and likelihood of trajec-
tory change at a future time. For example, the UAV’s flight
management system 300 may identify an object as a fixed
wing aircraft 504 and then determine a three-dimensional
trajectory envelope represented by a conical-like shape and
scaled to represent the object’s current operating character-
istics 508. The trajectory envelope may be further represented
as a three-dimensional isoprobability (i.e., constant probabil-
ity) trajectory map. The density of isoprobability lines of the
trajectory map represents the varying probability of finding
the object 508 at any given point within the volume described
by the trajectory envelope. For example, a point with dense
isoprobability lines may indicate a high likelihood of trajec-
tory change at that point relative to the current trajectory.
[0060] For example, the probability of finding a fixed wing
aircraft’s location at some point in the future may be
described by 1 to n isoprobability lines 506. The probability
of'trajectory change in close proximity to the object’s current
position 506(1) may be relatively low. An inverse relationship
may be stated as the likelihood that the object will be located
at a point close to the object’s current position is relatively
high. However, at a point further from the current position
506(n), the probability of a trajectory change is relatively high
compared to the closer position 506(1), and therefore the
likelihood of finding the fixed wing aircraft 504 at the further
point 506(») in the future is lower.
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[0061] A rotorcraft object 512, however, may be more
maneuverable than a fixed wing aircraft 504, and therefore
more unpredictable. In the rotorcraft example, the isoprob-
ability lines far forward of the rotorcraft 512 may be more
compressed representing a high likelihood that the rotorcraft
may change trajectory. Isoprobability lines aft and at 90 and
180 degrees from the current trajectory may be less dense
reflecting the rotorcraft’s 512 ability to change course rapidly,
while factoring in the probability that the rotorcraft 512 will
maintain its current operating characteristics 516 (i.e., the
rotorcraft is more likely to change forward direction in the
long-term rather than short term).

[0062] The UAV’s flight plan management system 300 may
compare the UAV’s current operating characteristics 510 and
flight plan 132 to the current operating characteristics of one
or more objects in the UAV’s airspace 100 as well as prob-
ability maps associated with each object to determine the
lowest risk flight plan for the UAV 502. In this way, the UAV
502 may manage risk to varying degrees relative to the UAV’s
airspace 100. For example, in more controlled environments,
such as a payload pick-up location, the risk taking ability of
the UAV 502 may be increased to reflect the additional control
mechanisms in place within environment.

[0063] In some instances, the level of risk associated with
the flight plan may include consideration of filed flight plans
with the governing body, such as the Federal Aviation Admin-
istration. Filed flight plans may include aircraft identification,
equipment type (i.e., object type), cruise speed, flying time,
etc. The UAV’s flight plan management system 300 may
interrogate a database of filed flight plans for aircraft to factor
into a risk assessment, a likelihood of interaction between the
UAV’s flight plan 132 and the filed flight plan of an object in
the UAV’s airspace 100.

[0064] The UAV operator may wish to significantly reduce
or eliminate any risk taking ability of the UAV 502 in regu-
lated airspace during payload delivery to ensure safety. This
may result in the UAV 502 suspending its flight plan to
accommodate busy airspace where the UAV 502 may not
determine a sufficiently risk-free flight plan.

[0065] FIG. 6 is a pictorial plan view representing a UAV
airspace, including an aircraft with a representative lighting
system including navigational and anti-collision lights 600.
These lighting systems of a detected aircraft 602 may include
ared 604 and white 606 light on the left side of the aircraft. A
green 608 and white 610 light on the right side of the aircraft
and a white light 612 at an aft portion of the aircraft—typi-
cally on the aircraft’s tail. Additionally, the aircraft may have
white lights on the top of the aircraft’s midsection 626. Fur-
ther, the aircraft may have a white light 630 on an aft portion
of'the aircraft’s fuselage as well as an anti-collision light 628
typically located forward of the wings and propulsion system
and on the aircraft’s fuselage. The intent of the lighting sys-
tem is generally to increase visibility of the aircraft from all
directions during low visibility situations such as fog/clouds
or at night.

[0066] As discussed above with respect to FIG. 3, the opti-
cal sensor 316 of the flight management system 300 may
capture the relative location, flashing frequency and/or rotat-
ing frequency of aircraft lighting system 600. For example,
the anti-collision lighting 618 may have a rotating frequency
between 40 and 100 cycles per minute. By comparing the
location and/or frequency to the characteristic feature data-
base 308, the flight management system 300 may identify the
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object-type and further determine object operating character-
istics and a trajectory envelope for the object.

[0067] When multiple UAV's are operating in the same air-
space, they may establish a peer-to-peer network 624 to share
information about their detected environments. For example,
afirst UAV 614 may have visibility of the green 608 and white
light 610 on the right side of the detected aircraft 602 as well
as the top white light 626. The first UAV 614 may capture a
plurality of images 616 using an optical sensor 618.

[0068] A second UAV 620 may have direct visibility to the
aft white light 612, left side red 604 and white 606 lights, as
well as the aft white light 630 and anti-collision light 628. The
second UAV 620 may capture a plurality of images 616 using
its optical sensor 622. Furthermore, each UAV may share
captured images and processed data with the other UAVs
operating within the network 624. Data sharing is further
described with respect to the multi-UAV communication net-
work illustrated in FIG. 7.

[0069] FIG. 7 is a schematic diagram representing a plan
view ofa UAV’s airspace and illustrating a UAV peer-to-peer
(P2P) communication network 700 capable of extending the
detection limits of individual UAVs and increasing the signal
strength of individual UAV's within the network. Two or more
UAVs may be in communication via a P2P network 702 for
example wherein the two or more UAV's may exchange infor-
mation related to detected objects within their respective
detection limits. A UAV may thereby extend the reach of its
detection limits to include the detection limits of one or more
additional UAVs, via the P2P network 702. Additionally, the
network of UAVs may improve the accuracy of the any indi-
vidual UAV within the network 702 and provide data to
triangulate the position of objects relative to the UAVs of the
network where the object is within the detection limits of
multiple UAVs.

[0070] For example, the communication network 700 may
include 1 to n UAVs and a plurality of objects operating
within the airspace. A first UAV 706 of the network may have
a detection limit 704 associated with the reach of its sensors.
Further, the UAV 706 may have one or more objects within its
detection limits 704. For example, this may include multiple
fixed wing aircraft, one operating within the detection limit of
only the first UAV 706 and the second fixed wing aircraft 716
operating within the detection limits of both the first UAV 706
and a second UAV 708. The second UAV 708 having a detec-
tion limit 730 associated with the detection capabilities of its
sensors.

[0071] The first UAV 706 may detect and identify the two
objects as well as determine the operating characteristics of
each object as discussed above. Further, the first UAV 706
may determine a trajectory envelope for each object as dis-
cussed above with respect to FIGS. 4 and 5. The second UAV
708 may also detect the second fixed wing aircraft 716 and
determine its operating characteristics 724 as well as a tra-
jectory envelope for the object. The P2P network 702 may
transfer operating characteristic data determined by the first
and second UAV between the two UAVs. With the additional
data, each UAV may update its determined operating charac-
teristics and trajectory envelope. Furthermore, each UAV
may use data collected from the other, with the position of the
two UAVs being known relative to the network, to triangulate
the location of the aircraft 716 relative to the two UAVs.
[0072] In addition to the second aircraft 716, the second
UAV 708 may detect and identity a third fixed wing aircraft
714 and the operating characteristics of the aircraft 722. Since
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the third aircraft 714 is outside of the detection limits 704 of
the first UAV 706, the second UAV 708 may pass information
relating to the third aircraft 714, such as operating character-
izes 722 to the first UAV 706 via the P2P network 702. This
may give the first UAV 706 greater visibility of objects oper-
ating outside of its detection limits 704.

[0073] Likewise, an n-th UAV 710 may have a detection
limit 728 associated with its sensors outside of the detection
limits of either the first or second UAV. The n-th UAV 710
may share operating characteristic 726 of an object 718
detected within its detection limits 728 with one or more
UAVs within the P2P network 702 to improve visibility of the
airspace beyond the detection limits of each UAV operating in
the P2P network.

[0074] In some embodiments, the first UAV 706 may
improve the accuracy of its detection scheme by sharing
information over the P2P network 702. For example, when an
object 716 is located at the outer detection limits 704 of the
first UAV 706 and the object 716 may only be detectable by
low energy signals collected by the UAV’s sensors the first
UAV 706 may rely on higher energy signals captured by the
second, closer UAV 708. Data sharing may be triggered when
the signal-to-noise (SN) ratio of signals captured by a UAV
approach one and when a nearby UAV captures a signal with
a higher SN ratio and is operating within the same P2P net-
work 702.

[0075] FIG. 8 is aflow diagram of an illustrative process for
detecting and identifying an object and managing a UAV
flight plan 800. The order in which the operations are
described is not intended to be construed as a limitation, and
any number of the described blocks can be combined in any
order and/or in parallel to implement the processes. The pro-
cess 800 is described with reference to FIGS. 1 and 3.
[0076] At 802, the UAV 114 captures, via its one or more
sensors, signals representing the UAV’s airspace 100. The
UAV 114 may capture one or more object detectable signals
106 generated from an object 102 operating in the UAV’s
airspace 100. The sensors may include the optical sensor 316,
the acoustic sensor 318, and/or the multispectral sensor 320,
for example. If the object is an aircraft, the acoustic sensor
318 may capture one or more acoustic signals generated by
the aircraft’s propulsion systems, for example. Additionally,
the aircraft may emit a thermal signature from heat generated
by the aircraft’s propulsion systems and detectable by an
optical sensor 316 capable of electromagnetic energy in the
infrared spectrum. Furthermore, the optical sensor 316 may
collect visible images representing the UAV’s airspace 100.
[0077] The multispectral sensor 320 may receive electro-
magnetic signals reflected from objects to create a multispec-
tral image. The multispectral image may be used to determine
specific structural features, such as coating types, material
types, etc. that make up the object and which reflect a specific
energy signature. Unique structural features associated with
the object may be used to identify the object.

[0078] Furthermore, the multispectral sensor may receive a
broad spectrum of electromagnetic energy, but only specific
bands within that spectrum may be analyzed by the signal
processor 310 at 804. For example, an object likely to be
operating in the UAV’s airspace and included in the charac-
teristic feature database 308 may have a known spectral sig-
nature stored in the characteristic feature database 308. The
spectral signature may include one or more specific bands of
electromagnetic energy that are uniquely associated with the
object. Therefore, the signal processor module 310 may
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receive the entire spectrum or only portions, or bands, of
whole spectrum. The bands are associated with the known
spectral signature of the object likely to be present in the
UAV’s airspace. Likewise, the signal processor module 310
may analyze the entire spectrum or only the bands associated
with objects likely to be present in the airspace.

[0079] At 804, a signal processor module 310 may receive
signals generated from the sensors, the signals representing
the captured sensor data in a format that may be analyzed in
an operation 806. Furthermore, the signal processor module
310 may process the received signals to identify and exploit
characteristic features present in the signals. Additionally, the
signal processor module 310 may receive signals generated
from the sensors of another UAV operating in the UAV’s
airspace and transmitted to the UAV over a peer-to-peer net-
work. For example, the signal processor module 310 may
identify portions of the signal that meet or exceed a threshold
value based on signal intensity relative to a signal-to-noise
ratio of the full signal.

[0080] At 806, the signal processor module 310 may ana-
lyze the generated signal for characteristic features. A char-
acteristic feature may be a unique spectral fingerprint of infra-
red energy, or an acoustic pattern represented by one or more
unique time-frequency characteristics of the spectrogram.
The signal processor module 310 may also have the data
representing the generated signal via a wireless communica-
tion component to a remote server for analysis (e.g., uploaded
and analyzed to a cloud server or dedicated server).

[0081] The signal processor module 310 may then deter-
mine the presence of one or more objects in the airspace at an
operation 808. The signal processor module 310 may accom-
plish this by comparing the characteristic features of the
generated signal to a characteristic feature database 312 and
matching the identified features to database features 312 of
known object generated signals. When characteristics fea-
tures of the generated signal are similar to one or more char-
acteristic features in the characteristic feature database 312
the signal processor module 310 may identify the object
based in part on the likelihood of finding the object in the
UAV’s airspace. For example, a UAV operating in Seattle,
Washington may associate characteristic features of a fixed
wing object to a floatplane due to the prevalence of floatplanes
in the region. However, a UAV operating in Tempe, Arizona
may or may not associate features with floatplane character-
istics characteristic feature database 312 due to the marginal
likelihood of the UAV encountering a floatplane in the desert.

[0082] The characteristic feature database module 308 may
compare key features of the received signal to the database
and thereby identify the object. Depending on the strength
and quality of the received signal, the characteristic feature
database module 308 may return a specific object identifica-
tion, for example, a floatplane identified as a de Havilland
Canada DHC-3 Otter. Where low signal strength or low sig-
nal-to-noise conditions exist, the characteristic feature data-
base module 308 may return only an object-type. For
example, the signal database module may return an identifi-
cation as a “fixed-wing” or more specifically a “floatplane”
object type. Additionally, the characteristic feature database
module 308 may return no-identity or null identify.

[0083] At 810, the UAV 114 determines the object’s oper-
ating characteristics 104 based on sensor data and identifica-
tion of the source from the signal processor module 310. For
example, a UAV 114 may monitor one or more object detect-



US 2016/0247407 Al

able signals 106 and determine the object’s operating char-
acteristics 104 based on changes in the signal strength and/or
directionality over time.

[0084] At 812, the UAV 114 may determine a trajectory
envelope for the object 102. The object trajectory module 308
may look up one or more performance parameters associated
with the identified object 102 from a performance parameter
database 314. Performance parameters may include maxi-
mum speed, operating ceiling, maneuverability, etc. The
object trajectory module 308 may factor in the object’s per-
formance parameters to determine the likelihood that the
object will change its trajectory relative to the UAV. This
likelihood of trajectory change may then be used to determine
the shape and size of the trajectory envelope for each object
that is identified by the UAV. This is described in detail with
respect to FIGS. 4 and 5.

[0085] For example, if the object identified at the operation
806 is a DHC-3 Otter, the object trajectory module 308 may
determine a moderate likelihood of trajectory change based
on the relative maneuverability of that specific aircraft. The
resulting trajectory envelope may be a conical shape, the
dimensions of which may be proportional operating charac-
teristics of the DHC-3 Otter.

[0086] Atstep 814, the UAV may apply the trajectory enve-
lope from the operation 810 to update the UAV’s flight plan
132. For example, if the UAV’s current flight characteristics
112 are likely to intersect with a determined trajectory enve-
lope, the UAV 114 may update its flight plan 132 to minimize
or eliminate the likelihood of interference with the object 102.
Furthermore, the UAV 114 may consider features of its own
flight plan 132 in determining an updated flight plan that is
optimized with respect to distance to a destination 130, pay-
load weight, remaining fuel, proximity of charging stations,
and/or distance traveled from a base location 128, among
other factors. In some situation, a UAV 114 may be required
to suspend operation due to a crowded airspace 100. A UAV
114 may also determine a flight plan 132 to return to a base
location 128 is required due to insufficient fuel, unavailable
fueling station, and/or high likelihood of interference with an
identified object 102, for example.

[0087] The UAV 114 may constantly monitor collected
signals as described in process 800 throughout the UAV’s
operation.

[0088] FIG.9isaflow diagram of anillustrative process for
detecting and identifying an object and managing a UAV
flight plan using images representing the UAV’s airspace. The
process 900 may be periodic or continuous depending on
factors such as fuel level, congestion in the UAV’s airspace
100, or operator preferences for risk level, for example. The
order in which the operations are described is not intended to
be construed as a limitation, and any number of the described
blocks can be combined in any order and/or in parallel to
implement the processes. FIG. 9 is discussed with reference
to FIGS. 1 and 3.

[0089] At902, the UAV’s optical sensor 124 collects one or
more images representing the UAV’s airspace 100 over a
period of time. The time period may be determined relative to
the quality of the data received (i.e., signal strength or signal
to noise ratio) or if no object 102 is detected within the
images. Therefore, the time period may be longer if low
quality data is received by the optical sensor 124 and the time
period may be shorter if the quality of data is relatively good.
[0090] At904,the UAV’s signal processor module 310 may
analyze the collected images to determine the presence of one
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or more objects. For example, the image may contain a plu-
rality of lights representing the detected object’s navigational
lights or anti-collision lights.

[0091] At 906, signal processor module 310 may compare
the determined characteristic features to a characteristic fea-
ture database 312 of known object sources. The comparison
may result in a positively identified object at step 910. How-
ever, if no object is identified, a null value is returned to the
object trajectory module 308 resulting in a default trajectory
envelope at 912. The default trajectory envelope may ensure
a desired safety factor.

[0092] At 916, the signal processor module 310 compares
changes in the object within the captured images over a pre-
determined period of time to determine operating character-
istics 104 of the object 102. For example, changes in the
images relative to the UAV 114 may indicate the trajectory of
the object 102, speed, and/or acceleration of the object rela-
tive to the UAV 114.

[0093] If an object 102 is identified by comparison of fea-
tures to a characteristic feature database 312, the identified
object 102 may be associated with object performance
parameters from a performance parameter database 314 at
step 918. The association may be done by a lookup table that
associates the identified object with one or more performance
parameters such as maximum rate of climb and rate of
descent, the identified object’s operating ceiling, rang, maxi-
mum speed and/or overall maneuverability, for example. The
performance parameter database 314 may also include one or
more scalable volume as described above with respect to FI1G.
4.

[0094] At 920, the flight plan manger module 306 may
compare the determined trajectory envelopes of the object
102 to the UAV’s dynamic flight plan 132 to determine a
likelihood of interaction. The trajectory envelope may be a
default envelope from 912. The UAV 114 may update its
dynamic flight plan 132 to minimize the likelihood of inter-
action and optimize the flight plan 132 between the UAV’s
base location 128 and one or more destination locations 130.
[0095] FIG. 10 is a flow diagram of an illustrative process
for detecting and identifying an object and managing a UAV
flight plan using acoustic signals representing the UAV’s
airspace. At 1002, an acoustic sensor 126 may receive object
generated or reflected acoustic signals. The acoustic sensor
126 may be in the form of an array assembly of sensors
capable of detecting the directionality of the captured acous-
tic signal. The order in which the operations are described is
not intended to be construed as a limitation, and any number
of the described blocks can be combined in any order and/or
in parallel to implement the processes.

[0096] At 1004, the signal processor module 310 may rep-
resent the signal as a spectrogram of signal intensity, time,
and frequency. The signal processor module 310 may identify
portions of the spectrogram that represent unique finger-
prints, or signatures, of the captured acoustic signal at 1006.
For example, the signal processor module 310 may identify
fingerprint portions of the spectrogram based the signal inten-
sity relative to a signal-to-noise ratio of the spectrogram
meeting or exceeding a threshold value.

[0097] Furthermore, the range of signal-to-noise ratio that
is considered significant may vary depending on the quality of
the signal (i.e., strength and overall signal-to-noise ratio).
Additionally, if no significant features are identified, the sig-
nal processor module 310 may widen the range of signal-to-
noise ratios considered significant. Further, the signal proces-
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sor module may also widen the range of signal-to-noise ratios
if no object is identified at step 1010.

[0098] At 1008, the signal processor module 310 may map
the fingerprints to a feature database to identify the object 102
at 1010. However, if no object is identified, a null value is
returned to the object trajectory module 308 resulting in a
default trajectory envelope at 1012. The default trajectory
envelope may ensure a desired safety factor.

[0099] At1014, the signal processor module 310 may iden-
tify changes in the spectrogram over a predetermined period
of'time in order to determine operating characteristics 104 of
the identified object 102. For example, changes in the inten-
sity or directionality of the captured acoustic signal may
indicate the trajectory, speed, and/or acceleration of the
object 102 relative to the UAV 114.

[0100] Identification of the object at 1010 may also be used
by the object trajectory module 308 to associate performance
parameters with the identified object 102 at 1016. For
example, the object trajectory module 308 may look up the
identified object 102 in a performance parameter database
314 and associate performance parameters with the identified
object 102. The object trajectory module 308 may determine
a trajectory envelop at 1018 based at least in part on the
object’s operating characteristics 104 and associated perfor-
mance parameters.

[0101] At 1020, the object trajectory module 308 may
determine whether interaction between the UAV’s flight plan
132 and the object’s trajectory envelop is probable. The tra-
jectory envelope may be a default envelope from 1012. If an
interaction is not probable, the UAV 114 may maintain its
current flight plan 132 at 1022. However, if interaction is
determined to be probable, the UAV 114 may update its
dynamic flight plan 132 at 1024 to minimize the likelihood of
interaction and optimize the flight plan 132 between the
UAV’s base location 128 and one or more destination loca-
tions 130.

[0102] FIG. 11 is a flow diagram of an illustrative process
for detecting and identifying an object and managing a UAV
flight plan showing the exchange of information over a multi-
UAV communication network 1100. The order in which the
operations are described is not intended to be construed as a
limitation, and any number of the described blocks can be
combined in any order and/or in parallel to implement the
processes. FIG. 11 is described with reference to FIG. 6.
[0103] For example, operations 1102-1114 and 1116-1128
each mirror the process steps described in FIG. 8. Operations
1102-1114 are conducted by the flight management system
aboard a first UAV 614 and steps 1116-1128 are conducted by
the flight management system aboard a second UAV 620. At
operations 1104,1106,1108, 1110, and/or 1112 the first UAV
614 may provide information to the second UAV 620 and vice
versa via a communication network 624.

[0104] For example, the first UAV 614 may provide raw
signal data or analyzed signal characteristics at step 1106 to
the second UAV 620. The second UAV 620 may receive or
reject the data based on its own captured signal quality. For
example, if the second UAV 620 determines the signal
strength, or signal-to-noise ratio, of its own signal is too low,
the second UAV 620 may accept the data from the first UAV
614 via the network interface 624.

[0105] In some embodiments, the first UAV 614 may
receive the analyzed signal characteristics from the second
UAV 620 at 1120. The second UAV 620 may not perform the
operations 1122-1128 in this scenario, but may just pass
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information to the first UAV 614 for processing. The first
UAV 614 may accept or reject the data received from the
second UAV 620. If the First UAV 614 accepts the informa-
tion, the first UAV 614 will incorporate the analyzed signal
characteristics from the second UAV 620 to determine a tra-
jectory envelope for one or more objects identified at 1108.
Further, the first UAV 614 may share the determined trajec-
tory envelope for the one or more objects from 1112 to the
second UAV 620. In this way, the second UAV 620 may act as
a sensing UAV and relay analyzed sensor data to the first UAV
614. This may avoid duplication of effort. However, the sec-
ond UAV 620 may independently determine the trajectory
data.

CONCLUSION

[0106] Although the subject matter has been described in
language specific to structural features and/or methodologi-
cal acts, it is to be understood that the subject matter defined
in the appended claims is not necessarily limited to the spe-
cific features or acts described. Rather, the specific features
and acts are disclosed as illustrative forms of implementing
the claims.

What is claimed is:

1. A method, comprising:

generating multispectral signals, by one or more multi-

spectral sensors of an unmanned aerial vehicle (UAV),
from a spectrum of electromagnetic waves reflected or
emitted from a flying object;

determining one or more characteristic features of the mul-

tispectral signals;
identifying the flying object based at least in part on a
comparison of the one or more characteristic features to
a database of known signal features;

associating performance parameters with the flying object
using a look-up table that includes unique performance
parameters for at least one of a plurality of flying objects
or class of flying objects;

determining an approximate location and an approximate

airspeed of the flying object based at least in part on the
multispectral signals;

determining a trajectory envelope for the flying object

based at least in part on the approximate location, the
approximate airspeed and the associated performance
parameters; and

updating a flight plan for the UAV based at least in part on

the trajectory envelope of the flying object.

2. The method of claim 1, wherein the multispectral signals
are comprised of a defined band from within the spectrum.

3. The method of claim 2, wherein the defined band is
determined at least in part on the likelihood of a particular
object being present in the UAV’s airspace, the particular
object having a known spectral signature.

4. The method of claim 1, wherein the characteristic fea-
tures include at least one of object composition, one or more
object surface coatings, one or more object surface finishes,
or a color characteristic.

5. The method of claim 1, further comprising processing
the multispectral signals using a beamformer to create beam-
formed multispectral signals prior to determining the
approximate location and the approximate airspeed of the
flying object, and wherein the determining the approximate
location and the approximate airspeed of the flying object is
performed using the beamformed multispectral signals.
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6. An unmanned aerial vehicle (UAV), comprising:

one Or more processors;

memory to store computer-readable instructions;

one or more multispectral sensors coupled to the

unmanned aerial vehicle (UAV), the one or more multi-

spectral sensors to generate multispectral signals from

electromagnetic energy reflected or emitted by an object

within an airspace at least partially surrounding the

UAV; and

a flight management component stored within the memory

that, when executed, causes the one or more processors

to:

detect, from the multispectral signals, an object in the
airspace at least partially surrounding the UAV;

determine, based at least in part on an analysis of the
multispectral signals, one or more operating charac-
teristics associated with the object;

determine a trajectory envelope for the object based at
least in part on the one or more operating character-
istics.

7. The UAV of claim 6, further comprising an acoustic
sensor to capture acoustic energy emitted or reflected by the
object, the flight management component causing the one or
more processors to:

detect, from a signal representing the captured acoustic

energy, the object in the airspace at least partially sur-
rounding the UAV; and

determine, from the signal representing the captured

acoustic energy, one or more different operating charac-
teristics associated with the object based at least in part
on a fingerprint associated with the signals representing
the captured, wherein the determining the trajectory
envelope is further based at least in part on the one or
more different operating characteristics.

8. The UAV of claim 6, wherein the fight management
component, when executed, further causes the one or more
processors to:

determine the likelihood of interaction between the UAV

and the trajectory envelope associated with the object;
and

update a UAV flight plan to avoid interaction between the

UAV and the trajectory envelope.
9. The UAV of claim 6, further comprising an optical
sensor to capture signals providing a visual representation of
at least part of the airspace, and the flight management com-
ponent causing the one or more processors to:
detect, from the signals, an object present in the airspace;
determine, from the images, one or more additional oper-
ating characteristic associated with the object; and

wherein determining a trajectory envelope associated with
the object is based at least in part on the one or more
operating characteristics.

10. The UAV of claim 6, further comprising a communi-
cation component to create a peer-to-peer network with one
or more nearby UAVs, the communication component con-
figured to exchange at least one of the multispectral signals,
the identity of the object, or the trajectory envelope of the
object with the one or more nearby UAVs.

11. The UAV of claim 10, where the flight management
component is further configured to determine an approximate
location and approximate airspeed of the object based at least
in part on information exchanged from at least one of the one
or more nearby UAVs using triangulation.
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12. The UAV of claim 6, wherein the performance param-
eters are stored in a database and include at least a rate of
climb, a rate of decent, and a maneuverability parameter
associated with each of various objects.

13. The UAV of claim 6, further comprising at least one of
an acoustic sensor to produce one or more acoustic signals or
an optical sensor to produce one or more image signals and
wherein the identity of the object is determined from at least
one of the multispectral signals, the acoustic signals, or the
optical signals.

14. The UAV of claim 6, further comprising determining,
based at least in part on an analysis of the multispectral
signals, an identity of the object associated with the multi-
spectral signals.

15. An object detection and avoidance system comprising:

one or more processors; and

memory storing computer-executable instructions that,

when executed, cause the one or more processors to

perform acts comprising:

identifying an object based upon multispectral signals
captured from electromagnetic energy emitted from
the object;

determining performance parameters for the object
based at least in part on the identifying of the object;
and

determining a trajectory envelope of the object based at
least in part on the performance parameters.

16. The object detection and avoidance system of claim 15,
wherein the acts further comprise updating a flight plan fora
UAV based at least in part on a probability of interaction
between the UAV and the trajectory envelope of the object.

17. The object detection and avoidance system of claim 15,
wherein identifying the object includes matching the one or
more characteristic features of the multispectral signals with
signal features stored in a database that associates individual
signal features with respective objects or groups of objects.

18. The object detection and avoidance system of claim 15,
further comprising determining an approximate airspeed of
the object based at least in part on changes in the multispectral
signals over a predetermined period of time.

19. The object detection and avoidance system of claim 18,
wherein the trajectory envelope is formed using a scalable
volume that is scaled based in least in part on the approximate
airspeed and performance parameters of the object.

20. The object detection and avoidance system of claim 15,
further comprising one or more optical sensors configured to
capture signals of an airspace at least partially surrounding a
UAV and identifying one or more characteristic features that
define an object signature and include at least one of exterior
aircraft lighting systems, or one or more anti-collision lights,
and wherein the object is identified at least partly by deter-
mining at least one of:

a distance between at least two of the plurality of detected
lights to determine physical characteristics of the object,
or

a rotational frequency of the detected anti-collision light,
the rotational frequency being associated with a particu-
lar aircraft type.

21. The object detection and avoidance system of claim 15,
further comprising analyzing one or more bands of within the
spectrum of electromagnetic energy captured from the object
and wherein the one or more bands are determined at least in
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part on the likelihood of a particular object being present in
the UAV’s airspace, the particular object having a known
spectral signature.
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