US 20180174595A1

a2y Patent Application Publication o) Pub. No.: US 2018/0174595 A1l

a9y United States

Dirac et al.

43) Pub. Date: Jun. 21, 2018

(54) ACCENT TRANSLATION

(71) Applicant: Amazon Technologies, Inc., Seattle,

(52) US.CL
CPC

GI10L 21/013 (2013.01); GI0L 25/51
(2013.01); GI0L 15/16 (2013.01); GIOL

WA (US) 15/005 (2013.01)
(72) Inventors: Leo Parker Dirac, Seattle, WA (US); 1)) ABSTRACT
Fabian Moerchen, Bainbridge Island
“? Al(alljls), (;;;(c) E?ﬁer?;nhrfzv%i{osrl?n I\fY Techniques for accent translation are described herein. A
(US) ’ ’ ’ plurality of audio samples may be received, and each of the
plurality of audio samples may be associated with at least
(21) Appl. No.: 15/387,038 one of a plurality of accents. Audio samples associated with
T ’ at least a first accent of the plurality of accents may be
(22) Filed: Dec. 21. 2016 compared to audio samples associated with at least one other
) T accent of the plurality of accents. A translation model
Publication Classification between the first accent and a second accent may be gen-
erated. An input audio portion in a first spoken language may
(51) Int. CL be received. It may be determined whether the input audio
GI10L 21013 (2006.01) portion is substantially associated with the first accent, and
G10L 15/00 (2006.01) if so, an output audio portion substantially associated with
GI10L 15/16 (2006.01) the second accent in the first spoken language may be
GI10L 25/51 (2006.01) outputted based, at least in part, on the translation model.
Accent Translation System 130
First Accent Second Accent
Sample Set 131 Sample Set 132
90E 908 | | 90F
A A
- Audio Samples 90 -
90A | 90B | 90 | 900 | 90€ | 90F | 906 { oo | g0t | 90 | 90K | 9oL Sampte Sorter
95A | 95B | 95C | 950 | 95€ | 95¢ | 956 { 954 | 951 | 9ss | 95K | 95L 140
> Sample Metadata 95 »
Audio Sources 110
Voice " y Y
communication Vcice»Af:tivated Third Actent Fourth Accent
devices (e, Deyxces Sample Set 133 Sample Set 134
phones) 1210A 1108
- 90C | | 906 200 | | 90
Recorded Media Dther Audio
Sources
110C 100 90K 0L




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 1 of 11

Patent Application Publication

106 %06
€1 195 ajdwes £€71 195 ajdwies

JUB20Y YlNo4

eV payyY

191405 jduwies

T °9ld

aot1t
$334n0S

oiPNY 4340

2011
BIDAIA PRPL0IDY

q017
s321A8(

PR1BAJOY-IDI0A

vo1T {sauoyd
83} saoiaep
UOIENUNIILIOD
32107,

01T S224n05 oIpny

S6 elEpRISA 2jdules N
166 | MS6 | 156 | 166 | HS6 | ©S6 | 456 | 356 | GS6 | D56 | €96 | V56
106 | 06 | 106 | 106 | HO6 | D06 | 406 | 306 | C06 | D06 | 906 | VU6

06 sajduses oipny g’

)

306 806

(o]

Z£1 39S ajdwieg
JUBIIY PUOIAS

TET 395 2jdwies
JU2IY 1544

OET WISAS uonIRjSULL ] Uy




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 2 of 11

Patent Application Publication

¢ 'Ol

106

HO6 aoe

06

506 206

yET 385 ajdiues

£€7 196 ajduueg

06

406 806

ZET 33§ ejduwieg

106

306 V06

1€1 108 afdwes

U3y &w\:\_Ow U3y v‘:‘f. U2V PUOIas JUD3IY 18414
avoz W0 V0T 42430 ar0z 1240 VY07 Y0
avoz Apolein 20T Apopin a0z ApolPN Y07 APORN
(07 55205 JE0Z 559435 £07 55945 VEQT S5315
azoe auoy 2707 Buoj 4707 auoy VYZ07 8uo}
atoT Youd D107 Yoid 4107 Youd V10T Yaud
4oz ssususpeIRy) 2007 sansiiaeley) 9007 sansualeley) V00T sa1isuaesey)
oipny opny oipny opny

JUaddYy Yiunod

WR0IY PAIYL

UDIOY PUOIDS

U0V 15414




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 3 of 11

Patent Application Publication

€ 'Ol

WBIOY U200y

LS| ¢ puo2ag

o6

406 806

106

306 vQ6

Z£1 196 ojdweg
U922y PUGCI8g

77E {9PON UonejSURI | DIV

T£1 195 aydwes
DIV 15414

ar0z 420

VP07 8430

gv07 ApoRIN

By 18Iy

pucoas ¢ 15344

0T ApoRIn

g€0z 559418

VEQT $59418

4707 duol

Vg0g suo)

T7E (OPON UOHIRISURL | JUDIDY

8T0¢ Youd

007 sousuemeLey)
opny
UBIIY pUODSS

V107 Youd

VOOZ SoHIsaIdeIEYD)
oipny
1UBI0Y 15414




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 4 of 11

Patent Application Publication

v

"Oid

106 )06 06 {06
HO6 E 206 206 406 806 306 E
yET 39S ajduwies €€T 105 ajduwies ZET 195 ajdwies TET 19§ oduses

B0V YUNOo4

1323V Py

BTV PO

1UB30Y 35444

N¥0Z 43410

N¥0C ApotoN

NZOZ uog

NTOZ Yod

NOOZ sofisHeeIey)
o1pny U8y
{jesanan 89} pauiquiod

|
|
_ NEQZ ssans
|
|

A

aroz 83410

ayoz Ao

Qc0g duo)

W JE0T 55945
w Q107 Y2Ud

Q00T SansHBIRIEY)
oipny
U0V YN0,

2%0T7 4300

210z Apoiain

JE0T ssls

JC0C duoL

|
|
|
|
|

J10T Ydud

2007 Sansudeiey)
opny
200y phyL

_ g7 120 _ vYH0T 940 w

_ 507 Apojain _ _ Y07 Apojan M

_ g£0z s5043 _ _ VEOT SS943S M

_ €207 auo| _ _ V70T auoy w

_ 4107 Youd _ _ V10T Yo3d N

4007 sonsusldeiey) V007 So1is14830818H)
opny opny

1UD00Y PU0AS

JUDI0Y 15414




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 5 of 11

Patent Application Publication

us92
10220y a9y

1sa14

~-—— ({ennaN “8'9)
pauiquop

ZZS 19POIA UoI3ejSuURL| JUaDTY

S 'Old

106

306 Vo6

T€T 185 9jdwes
IUB00Y 15414

9y ua22
(jesinan “8'3) — 1 i v
pauiquio) i

1ZS |9POIA UoIBjSURI| U0y

N0 12430

N#0Z Apolay

NEQZ 5594318

NZOZ suop

NTOC UdHd

NOOT sanistse1deleyd
oipny U8y
(jesanan “8'a) pauiqwio)d

Y07 13410

vy0T ApolRA

YEOT Ssa18

VZ0g suog

V10¢ Ydid

V00T sdistisioeiey)
oipny
USI0Y 35414




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 6 of 11

Patent Application Publication

719
20A9Q
Ayieg
puoIss

9 '9id

- (3a02y puodas) 79 0IpNY NAING |
709 UOISSIS UCHENUNLILIOT 01PNy >

79
{SPOW
uoIRjsURLY
U300y
119 @01a8Q Aued 1314
Y
779 179
syusuodwon) syuauoduios
uonejsues) i {3us22v 15414) T€9 O1pny Indul T amde)
U320 opny
A

suoilediunuuwiod Azed jo sisAjeue uoiu8odal adiop
suonesuNwwo? Alsed o sisAjeue J1IsuI9aRIBYD OIpNyY
1ndu JBSN 12410 10 UOIIIDES JUIIIL jenue|

> uozewiLo3l {S40 “8'a) uoneao; owydes8oan -
2p0D e3Je / JIBQUINU BUOYd

LONBULIOM FDYIO

TG UOITRULIOJUE BORBUILIBIR( JUBIIY




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 7 of 11

Patent Application Publication

L 'Ol

T/ S|PPOW UOPR{SURL] JURIY JjqgejieAy

19
ERITET]
Avieg
podeg

vl
NTVL {9PON aIvL VIvL
1SpOnN uoilejsuedy {3POIN 1apoip)
uonejsues| L L JURIY YSIHAG uoe|suRif uofieisue.)
By (31 U8y W80y
JUBDIY UBUWIIS
119 83N Avied 1544
4
[44s] 179
sjusuodwon sjusuodwo)
|_ (up20y yspig) 29 oipay 3nding |t uonRjsues} i {3uas0y uewIeD) TEY oipny ndut T aumde)
109 UCISSIS UOHIRIIUNWLLC) Oipny - 82y Otpny
A

UOIIBULIOME 18I0

suonelunuwiwod Alied Joud jo sishjeur uoRIUS0Ia 3I0A
suofieduNWwIWod Aued oud o sisAjeur JnsuaIoRIEYD OIPRY
UOIDB}RS UIIIR {BNUBIA

uonewoiut {549 “8'a3) uoneso) nydesdosn

2pOD B3R [ BTWINY BLBOY

169 UOIIBULIO] UOHBUIWIBIR( U2y




US 2018/0174595 A1l

Jun. 21, 2018 Sheet 8 of 11

Patent Application Publication

8 'Old

118 S|PPON UOJIB[SURI | JUBIDY BiGelieAY

NIPR
{2POA
uonejsuely L L L
WY

o1v8
{Spony
UONR|SURL|

JUDIY jRIINON
0}
WY UBuLIaD

a1v8 Vivg
{SPOW {SPON
uonesuBRLL uonesueL
Iy WaY

<19
801Aa(Q
Avied
pu0lag

A4

119 a31AaQ Arieg 15414

778
syusuoduwo)

|_ {3us0y [eaanaN) Z€9 oipny Inding T

T09 UOISS3S UCHEJUNWILLOD OIpNY

uoflejsuesf
W32y

A|_ {14320y ueWIIRD) TE9 OipNnyY INdu} T

A

179
sjuauoduio)
asmde)

oipny

suoneunwiLos Ajted Joud 4o sisAjeur uoiiuBo0s INOA
suonesunwwod Ayed Joud Jo sisAjeue Js1IIRIBYD OIpNY
UD3I3}9S LRI [enuUBW
uoREMIoUL {S49 3 3) uoneno aiydeidosy
IPOI BIIR [ J3GUINU BUOY

BOLIRWIOU JDYI0

1G9 UOHEWICIU] UOIBUIWIBIBQ Uy




Patent Application Publication  Jun. 21, 2018 Sheet 9 of 11 US 2018/0174595 A1

910 Receive audio samples

Y

912 Associate each audio sample with at least one of a plurality of accents

v

14 Compare audio samples associated with at least a first accent to audio
samples associated with at least one other accent

v

16 Generate a translation model between the first accent and a second
accent

v

918 Receive an audio input portion in a first spoken language

Y

920 Determine that the audio input portion is substantially associated with
the first accent

v

922 OQutputting, based at least in part on the translation model, an audio
output portion substantially associated with the second accent in the first
spoken language

FIG. 9
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ACCENT TRANSLATION

BACKGROUND

[0001] Many advancements in fields such as technology,
transportation, education, and economics have contributed
to an increase in verbal communications between individu-
als from different cities, regions, countries, and other parts
of the world. In many cases, even when individuals speak
the same language, they may have difficulty understanding
one another, for example due to various different accents that
may be employed by different speakers. In some cases,
individuals that reside, work, or are otherwise associated
with a common geographic region or area may assume a
common accent. Additionally, in some examples, individu-
als that learn a second (e.g., non-primary) language may
often learn to speak the second language using an accent
associated with a primary language. For example, individu-
als that reside in Germany and primarily speak German may
often learn to speak English with a German accent.

BRIEF DESCRIPTION OF DRAWINGS

[0002] The following detailed description may be better
understood when read in conjunction with the appended
drawings. For the purposes of illustration, there are shown in
the drawings example embodiments of various aspects of the
disclosure; however, the invention is not limited to the
specific methods and instrumentalities disclosed.

[0003] FIG. 1 is a diagram illustrating example accent
sample sets that may be used in accordance with the present
disclosure.

[0004] FIG. 2 is a diagram illustrating an example accent
audio characteristic analysis that may be used in accordance
with the present disclosure.

[0005] FIG. 3 is a diagram illustrating an example accent
sample set comparison that may be used in accordance with
the present disclosure.

[0006] FIG. 4 is a diagram illustrating example audio
characteristics for a combined accent that may be used in
accordance with the present disclosure.

[0007] FIG. 5 is a diagram illustrating an example com-
bined accent comparison that may be used in accordance
with the present disclosure.

[0008] FIG. 6 is a flowchart illustrating an example accent
translation architecture that may be used in accordance with
the present disclosure.

[0009] FIG. 7 is a diagram illustrating a first example
accent translation that may be used in accordance with the
present disclosure.

[0010] FIG. 8 is a diagram illustrating a second example
accent translation that may be used in accordance with the
present disclosure.

[0011] FIG. 9 is a diagram illustrating an example accent
translation process that may be used in accordance with the
present disclosure.

[0012] FIG. 10 is a diagram illustrating an example system
for transmitting and providing data that may be used in
accordance with the present disclosure.

[0013] FIG. 11 is a diagram illustrating an example com-
puting system that may be used in accordance with the
present disclosure.
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DETAILED DESCRIPTION

[0014] Techniques for accent translation are described
herein. In one embodiment, a number of audio samples may
be collected by an accent translation system. In one embodi-
ment, the audio samples may be collected from a variety of
different sources, such as audio from phone calls and other
voice communication sessions, audio input to voice-acti-
vated computing devices, audio from recorded media (e.g.,
movies, television programs, web and other broadcasts,
etc.), and other sources. The collected audio samples may
include speech that is spoken in a variety of different
accents. In one embodiment, each of the collected audio
samples may be classified as being associated with at least
one of a plurality of accent sample sets. For example, a first
audio sample that includes speech spoken with a German
accent may be associated with a German accent sample set,
a second audio sample that includes speech spoken with a
British accent may be associated with a British accent
sample set, a third audio sample that includes speech spoken
with a Southern United States (U.S.) accent may be asso-
ciated with a Southern U.S. accent sample set, and so on.
[0015] In one embodiment, the accent translation system
may use the collected audio samples to generate one or more
accent translation models for translating speech from one
accent to another. In particular, in one embodiment, a first
accent translation model may be generated for translating
speech from a first accent in a first spoken language to a
second accent in the first spoken language. For example, the
first accent translation model may be used to translate
English spoken with a German accent to English spoken
with a British accent. In one embodiment, the first accent
translation model may be generated by comparing audio
samples in an audio sample set corresponding to the first
accent against audio samples in an audio sample set corre-
sponding to the second accent. For example, the first accent
translation model may be generated by comparing audio
samples in a German accent audio sample set to audio
samples in a British accent audio sample set. In one embodi-
ment, the comparison of these different audio sample sets
against one another may be used to determine differences in
various audio characteristics between the sample sets, such
as differences in pitch, tone, melody, stress, and other audio
characteristics. Additionally, in one embodiment, the first
accent translation model may include instructions for trans-
lating audio such that audio characteristics associated with
the first accent sample set are adjusted to more closely
resemble those of the second accent audio sample set. In one
embodiment, the accent translation system may continually
and/or repeatedly receive new audio samples and use these
new audio samples to update and refine the accent transla-
tion models, for example by employing machine learning or
other algorithm refinement techniques. Additionally, in one
embodiment, the generating, updating, and/or refining of the
accent translation models may be performed at least in part
by one or more artificial neural networks or other systems
that may efficiently parse and analyze large amounts of input
data.

[0016] Additionally, in one embodiment, the accent trans-
lation system may use the collected audio samples to deter-
mine one or more neutral and/or combined accents. In
particular, in one embodiment, a neutral accent may be
determined by comparing audio sample sets for a number of
different accents and combining their audio characteristics,
such as by calculating an average or weighted average of
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audio characteristic values across the different samples sets,
smoothing and/or normalizing audio characteristic values, or
otherwise combining audio characteristics. In an alternative
embodiment, various audio samples may be identified as
neutral audio samples upon being provided to the accent
translation system, such as audio samples that are deter-
mined by humans to have a neutral accent. Thus, in one
embodiment, accent translation models may also be devel-
oped for translating speech from a first accent to one or more
neutral and/or combined accents.

[0017] In one embodiment, the accent translation models
may be used to translate input audio from a first accent to a
second accent. For example, in one embodiment, a first party
and a second part may participate with one another in an
audio communication session, such as a phone call. The first
party and the second party may speak the same language, but
the first party may speak with a first accent, while the second
party speaks with a second accent. In one embodiment, the
accent translation system may determine that the first party
speaks with the first accent and may translate the first party’s
speech from the first accent to a neutral accent, for example
by applying a respective accent translation model for trans-
lating speech from the first accent to a neutral accent. In one
embodiment, the first party may voluntarily indicate to the
accent translation system that he speaks with the first accent.
Also, in one embodiment, the accent translation system may
determine that the first party speaks with the first accent
using data associated with the first party, such as a phone
number, geographic location information for a phone or
other audio capture device used by the first party, an Internet
Protocol (IP) address associated with the first party, and
other information. In an alternative embodiment, in addition
to determining that the first party speaks with the first accent,
the accent translation system may also determine that the
second party speaks with the second accent, for example
using any of the same of different techniques as may be used
to determine the accent of the first party. The accent trans-
lation system may then translate the first party’s speech from
the first accent to the second accent, for example by applying
a respective accent translation model for translating speech
from the first accent to the second accent.

[0018] FIG. 1 is a diagram illustrating example accent
sample sets that may be used in accordance with the present
disclosure. As shown in FIG. 1, an accent translation system
130 receives audio samples 90A-90L (collectively referred
to as audio samples 90) from various audio sources 110. In
one embodiment, audio sources 110 include voice commu-
nication devices (e.g., phones, computers, etc.) 110A, voice-
activated devices 110B, recorded media 110C (e.g., movies,
television programs, web and other broadcasts, etc.), and
other audio sources 110D. In one embodiment, Audio
samples 90 may include samples of audio data including
audio of words spoken by various individuals. In one
embodiment, accent translation system 130 maintains a
number of accent sample sets 131-134 each associated with
a respective accent. In one specific example, first accent
sample set 131 may be associated with a German accent,
second accent sample set 131 may be associated with a
British accent, third accent sample set 133 may be associated
with a Southern U.S. accent, and fourth accent sample set
134 may be associated with a Northeastern U.S. accent. It is
noted that any number of different accent sets may be
employed for any number of different accents, including, but
not limited to, accents associated different neighborhoods,
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cities, states, geographic or political regions, countries,
ethnic groups, and other groups of people.

[0019] In one embodiment, accent translation system 130
includes a sample sorter 140, which may sort each of the
incoming audio samples 90 into one or more sample sets
131-134. In the example of FIG. 1, audio samples 90A, 90E
and 901 are sorted into first accent sample set 131, audio
samples 90B, 90F and 90J are sorted into second accent
sample set 132, audio samples 90C, 90G and 90K are sorted
into third accent sample set 133, and audio samples 90D,
90H and 90L are sorted into fourth accent sample set 134. In
one embodiment, each of the incoming audio samples 90A-
90L may have respective associated sample metadata 95A-
95L (collectively referred to as sample metadata 95). In one
embodiment, sample metadata 95 may include information
that may be used by sample sorter 140 to assign each
incoming audio sample 90 to one or more appropriate
sample sets 131-134. In one embodiment, for audio samples
90 that are captured from phone calls, sample metadata 95
may include information such as one or more phone num-
bers associated with the call, geographic location informa-
tion (e.g., global positioning system (GPS) coordinates, etc.)
for one or more phones or other devices used to make the
call, and other metadata associated with the call. For
example, in some cases, if a call is made between two
phones having phone numbers with area codes in the South-
ern U.S., then an audio sample from that call may be
assigned to a sample set associated with the Southern U.S.
As another example, if a call is made between two phones
having GPS coordinates within the Southern U.S., then an
audio sample from that call may be assigned to a sample set
associated with the Southern U.S.

[0020] Additionally, in one embodiment, audio samples
90 may be captured from voice-activated devices 110B, for
example when a human instructs the device to perform an
action (e.g., play music, provide a weather report, answer a
question, etc.), and sample metadata 95 for such audio
samples 90 may include, for example, geographic location
information for the voice-activated device 110B, an address
to which the device 110B is registered, a particular accent
that the device 110B may be set to speak with, and other
metadata.

[0021] In one embodiment, a voice recognition analysis
may be employed to identify words spoken within one or
more audio samples 90, and the audio samples 90 may be
assigned to sample sets 131-134 based, at least in part, or
recognized words spoken within the audio samples. In one
embodiment, if an audio sample 90 includes words that
reference or relate to geographic, social, political, sports,
entertainment or other features associated with a particular
accent, then, in some cases, the audio sample 90 may be
assigned to a sample set associated with the referenced
accent. For example, an audio recording in which various
German cities (e.g., Berlin, Hamburg, Munich, etc.) are
mentioned may sometimes be assigned to a German accent
set. As another example, an audio recording in which a
number of N.Y. professional sports teams (e.g., Yankees,
Mets, Giants, Jets, etc.) are mentioned may sometimes be
assigned to a N.Y. accent set.

[0022] Furthermore, in one embodiment, humans may
voluntarily provide sample metadata 95 that indicates a
particular accent with which a respective audio sample 90 is
spoken. For example, when two humans participate in a
phone call from which an audio sample 90 is obtained, the
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human participants may voluntarily provide information that
identifies their respective accents. Additionally, humans
providing commands to a voice-activated device 110B may
also voluntarily provide information that identifies their
respective accents. In some examples, humans may be
provided with compensation or other rewards or incentives
to provide audio samples to accent translation system 130
and/or to voluntarily identify their respective accents.
[0023] In one embodiment, sample sorter 140 may also
use sample metadata 95 to assign a confidence value to each
audio sample 90. The confidence value may represent a
confidence that the audio sample 90 includes audio with a
spoken accent that substantially correlates to an accent
corresponding to the sample set to which the audio sample
90 is assigned. In one embodiment, audio samples 90 that
are identified by a human as including speech with a
particular accent may be assigned a highest confidence
value. Additionally, in one embodiment, confidence values
may be assigned for other types of sample metadata 95, such
as area codes of phone numbers, GPS coordinates or phones
and devices, voice recognition analysis, and other metadata.
[0024] Referring to FIG. 2, an example accent audio
characteristic analysis will now be described in detail. In
particular, in one embodiment, the audio samples 90 in each
of accent sample sets 131-134 may be analyzed to identify
various audio characteristics associated with the respective
accent. Specifically, as shown in FIG. 2, first accent audio
characteristics 200A relate to first accent sample set 131,
second accent audio characteristics 200B relate to second
accent sample set 132, third accent audio characteristics
200C relate to third accent sample set 133, and fourth accent
audio characteristics 200D relate to fourth accent sample set
134. Each of audio characteristics 200A-200D include
respective pitch characteristics 201 A-D, tone characteristics
202A-D, stress characteristics 203A-D, melody characteris-
tics 204A-D, and other audio characteristics 205A-D. It is
noted that the above audio characteristics are non-limiting
examples and that any or all of sample sets 131-134 may be
analyzed to obtain any number of the above or other audio
characteristics.

[0025] In one embodiment, audio characteristics of an
audio sample 90 may be determined by performing a fast
Fourier transform (FFT) and/or other transformations on the
audio sample 90 and then analyzing output of the FFT or
other transformations. Additionally, in one embodiment, the
analysis of FFT or other transformation output may include
determinations of frequency and amplitude of the audio
sample 90 in relation to time, such as may be represented
using a spectrogram, voiceprint or other representation.
Furthermore, in one embodiment, the FFT output may be
used to generate Mel-frequency cepstral coefficients
(MFCC) or other representations of a sound power spec-
trum, which may also be used to determine the audio
characteristics of an audio sample 90.

[0026] In one embodiment, the audio characteristics for an
accent may be determined by combining the audio charac-
teristics of the audio samples assigned to a respective sample
set. In particular, in one embodiment, attributes of audio
characteristics of the audio samples in a respective sample
set may be averaged so as to produce overall audio charac-
teristics for the accent. In an alternative embodiment, a
weighted average of the attributes of the audio characteris-
tics may be calculated, such as based on the confidence
values of the audio samples 90. Specifically, in one embodi-
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ment, attributes of audio characteristics from audio samples
90 with a higher confidence value (e.g., a higher confidence
that the sample includes speech with the assigned accent)
may be weighted more heavily than those from audio
samples 90 with a lower confidence value (e.g., a lower
confidence that the sample includes speech with the assigned
accent). Additionally, in one embodiment, various data
smoothing and/or normalizing techniques may be employed,
for example to discount or assign a lower weight to audio
characteristic attributes that are errors or outside of a deter-
mined threshold or relationship to other data samples.

[0027] Referring to FIG. 3, an example accent sample set
comparison will now be described in detail. In particular, in
one embodiment, different audio sample sets corresponding
to different accents may be compared to one another in order
to generate translation models for translation of speech
between the different accents. In one embodiment, the
comparison of different audio sample sets may include a
comparison of the different audio characteristics of each
accent against one another. Specifically, as shown in FIG. 3,
first accent sample set 131 is compared against second
accent sample set in order to generate accent translation
models 321 and 322. In particular, accent translation model
321 is a model for translating speech from the first accent to
the second accent, while accent translation model 322 is a
model for translating speech from the second accent to the
first accent. For example, in the case where the first accent
is German and the second accent is British, accent transla-
tion model 321 may enable translation from the German
accent to the British accent, while accent translation model
322 may enable translation from the British accent to the
German accent.

[0028] In one embodiment, the comparison of sample sets
131 and 132 may include a comparison of their respective
audio characteristics 200A and 200B. For example, in one
embodiment, audio characteristics 200A and 200B may be
compared to determine how the first accent pitch 201A
differs from the second accent pitch 201B, how the first
accent tone 202A differs from the second accent tone 202B,
how the first accent stress 203A differs from the second
accent stress 203B, how the first accent melody 204A differs
from the second accent melody 204B, and so on.

[0029] In one embodiment, the accent translation model
321 may then incorporate instructions for adjusting audio
characteristics 200A such that they more closely resemble
audio characteristics 200B. For example, in one embodi-
ment, accent translation model 321 may include instructions
for adjusting first accent pitch 201A to more closely
resemble the second accent pitch 201B, adjusting the first
accent tone 202A to more closely resemble the second
accent tone 202B, adjusting the first accent stress 203A to
more closely resemble the second accent stress 203B,
adjusting the first accent melody 204A to more closely
resemble the second accent melody 204B, and so on. In one
embodiment, these instructions may include instructions for
adjusting the amplitudes of various frequencies at various
times relative to particular portions of speech. For example,
consider the scenario in which the first accent tends to
employ a higher pitch at the ends of words, while the second
accent tends to employ a higher pitch at the beginnings of
words. In this scenario, the accent translation model 321
may include instructions shift sound to higher frequencies at
times proximate to initiating or resuming speech and to shift
sound to lower frequencies at times proximate to stopping or
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pausing speech. As another example, consider the scenario
in which the first accent tends to stress the beginnings of
words, while the second accent tends to stress the ends of
words. In this scenario, the accent translation model 321
may include instructions shift decrease amplitudes at times
proximate to initiating or resuming speech and to increase
amplitudes at times proximate to stopping or pausing
speech.

[0030] In one embodiment, a voice recognition analysis
may be performed upon the audio samples in the sample sets
131 and 132 to determine audio characteristics for various
letters, phonemes, words, and other units of speech for the
first and second accents, respectively. For example, it may
be determined that speakers having the first accent tend to
speak a particular phoneme with a higher pitch, while
speakers having the second accent tend to that same pho-
neme with a lower pitch. In some examples, the accent
translation model 321 may include instructions to decrease
pitch whenever this particular phoneme is detected. As yet
another example, it may be determined that speakers having
the second accent tend to stress a particular combination of
letters, while speakers having the first accent do not stress
that combination of letters. In some examples, the accent
translation model 321 may include instructions to increase
amplitude or otherwise cause a stressing of this particular
combination of letters.

[0031] In one embodiment, the accent translation system
130 may determine various audio characteristics for a neu-
tral accent. In one embodiment, a neutral accent may be a
combination of two or more other accents, and, in some
cases, may be a combination of each of the different accents
for which accent sample sets are maintained by the accent
translation system 130. Referring to FIG. 4, example audio
characteristics for a combined accent will now be described
in detail. In particular, as shown in FIG. 4, audio character-
istics 200N are determined for a combined (e.g., neutral)
accent. In the example of FIG. 4, combined accent audio
characteristics 200N include pitch characteristics 201N, tone
characteristics 202N, stress characteristics 203N, melody
characteristics 204N, and other characteristics 205N. In one
embodiment, the combined accent audio characteristics
200N may be determined by combining audio characteristics
200A-D, such as by calculating an average of attributes of
the audio characteristics 200A-D. In one embodiment, a
weighted average of the audio characteristics 200A-D may
be used, for example to intentionally create a combined
accent that more closely resembles some source accents than
other source accents. For example, if user wishes to generate
a combined accent hat more closely resembles a British
accent than a German accent, then this may be achieved by
assigned a heavier weight value to British accent audio
characteristics than to German accent audio characteristics.
[0032] In an alternative embodiment, audio characteristics
of a neutral accent may be determined using different
techniques. For example, in some cases, humans may des-
ignate various audio samples as having a neutral accent, and
these audio samples may be assigned to a neutral accent
audio sample set and analyzed to determine neutral accent
audio characteristics.

[0033] Referring now to FIG. 5, an embodiment is illus-
trated in which first accent audio characteristics 200A are
compared against combined accent audio characteristics
200N in order to generate accent translation models 521 and
522. In particular, accent translation model 521 is a model
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for translating speech from the first accent to the combined
accent, while accent translation model 522 is a model for
translating speech from the combined accent to the first
accent. In one embodiment, accent models 521 and 522 may
be generated using any or all of the various translation model
generation techniques described in detail above, such as
with respect to translation models 321 and 322 of FIG. 3.
[0034] In one embodiment, the accent translation system
130 includes one or more artificial neural networks, such as
a long short-term memory (LSTM) architecture or other
systems that may efficiently parse and analyze large amounts
of input data. In one embodiment, the accent translation
system 130 may continually and/or repeatedly receive new
audio samples and use these new audio samples to update
and refine the accent translation models, for example by
employing machine learning or other associated techniques.
[0035] Referring to FIG. 6, an example accent translation
architecture will now be described in detail. In particular, in
one embodiment, a first party and a second party may
participate in an audio communication session 601, for
example between first device 611 and second party device
612. In one embodiment, audio communication session 601
may be a phone call, and devices 611 and 612 may be phones
and/or phone-enabled computing devices. Audio communi-
cation session 601 is not limited to phone calls and may
include other types of audio communications, such as Voice
over Internet Protocol (VoIP) and other voice and/or audio
transmission protocols, for example for transmitting data
over a phone or cellular network, a local area network
(LAN), and/or a wide area network (WAN) such as the
Internet. In various alternative embodiments, the accent
translation techniques described herein may be used in other
scenarios, such as to translate the accent of a live speaker or
presenter to an audience, to translate accents during play-
back of live or recorded media content (e.g., music, movies,
television programs, etc.), to translate the accent of com-
puter-generated speech, and in many other scenarios.
[0036] In the embodiment illustrated in FIG. 6, accent
translation components 622 within first party device 611 are
employed to translate speech spoken by the first party from
a first accent to a second accent. In particular, speech spoken
by the first party may be captured by audio capture compo-
nents 621, such as a microphone. This captured speech may
then be provided to accent translation components 622 as
input audio 631. Accent translation components 622 may
then translate the input audio 631 from the first accent to
output audio 632 in the second accent. Input audio 631 and
output audio 632 may remain in the same language as one
another. It is noted that there is no requirement that accent
translation components 622 must be included on the first
party device 611. For example, in an alternative embodi-
ment, accent translation components may be located on the
second party device 612 or on one or more other devices that
may be local and/or remote with respect to devices 611
and/or 612.

[0037] Inone embodiment, accent translation components
622 may receive and use accent determination information
651, for example to determine the first accent in which the
first party speaks. In one embodiment, the first party and/or
the second party may provide user input that indicates the
first party’s accent, such as by manually selecting the first
accent from a list of available accents or via other user input.
Also, in one embodiment, a phone number and/or area code
of'the first party device 611 (and/or an Internet Protocol (IP)
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or other address of the first party device 611) may be used
to determine the first party’s accent. For example, if the first
party device 611 has a phone number or area code corre-
sponding to Germany, then this may indicate that first party
speaks with a German accent. Additionally, in one embodi-
ment, geographic location (e.g., global positioning system
(GPS)) information for the first party device 611 may be
used to determine the first party’s accent. For example, if the
first party device 611 has associated GPS coordinates cor-
responding to a location in Germany, then this may indicate
that first party speaks with a German accent.

[0038] Furthermore, in one embodiment, an audio char-
acteristic analysis of audio communications by the first party
may be used to determine the first party’s accent, such as
audio communications from audio communications session
601 (including the input audio 631) and/or prior audio
communications by the first party. For example, in some
cases, audio communications from the first party may be
analyzed to obtain audio characteristics (e.g., pitch, tone,
stress, melody, etc.) of the first party’s accent, such as using
any of the audio characteristic analysis techniques described
above (e.g., fast Fourier transform (FFT), Mel-frequency
cepstral coefficients (MFCC), etc.). The audio characteris-
tics of the first party’s accent may then be compared to audio
characteristics of various accent sample sets (e.g., audio
characteristics 200A-D of accent sample sets 131-134 FIG.
2) to determine an accent set and an accent to which the first
party’s accent substantially correlates.

[0039] Additionally, in one embodiment, a voice recogni-
tion analysis of audio communications by the first party may
be used to determine the first party’s accent, such as audio
communications from audio communications session 601
and/or prior audio communications by the first party. For
example, if the first party’s communications include words
that reference or relate to geographic, social, political,
sports, entertainment or other features associated with a
particular accent, then this may indicate that the first party
speaks with this accent. For example, communications in
which various German cities are mentioned may indicate
that the first party speaks with a German accent.

[0040] In one embodiment, in addition or as an alternative
to determining the first accent in which the first party speaks,
accent determination information 651 may also be used to
determine the second accent to which to translate the output
audio 632. In one embodiment, the first party and/or the
second party may provide user input that indicates the
second accent, such as by manually selecting the second
accent from a list of available accents or via other user input.
Additionally, in one embodiment, accent determination
information may 651 may be used to determine an accent
that the second party is likely to speak with, and this accent
may then be used as the second accent to which the first
party’s speech is translated. Accordingly, in one embodi-
ment, the second accent may be determined based on the
above described or other device information associated with
the second party device 612 (e.g., phone number, area code,
IP address, GPS information, etc.) that may indicate an
accent of the second party. Furthermore, in one embodiment,
the second accent may be determined based on an audio
characteristic analysis and/or a voice recognition analysis of
audio communications from the second party, for example
using techniques such as those described with respect to
determination of the first accent from audio communications
of the first party.
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[0041] In one embodiment, upon determining the first
accent spoken in the input audio 631 and the second accent
to which to translate the output audio 632, accent translation
components 622 may select, an appropriate accent transla-
tion model 641 for translating the first accent of input audio
631 to the second accent of output audio 632. In one
embodiment, the accent translation model 641 may be used
to adjust audio characteristics of the input audio 631, such
as pitch, tone, stress, melody and others, from audio char-
acteristics that correspond to the first accent to audio char-
acteristics that more closely resemble those of the second
accent. In one embodiment, the adjustment of the audio
characteristics of the input audio 631 may be performed by
calculating a fast Fourier transform (FFT), mel-frequency
cepstral coefficients (MFCC), and/or other transformations
of'the input audio 631 and adjusting the audio characteristics
of the input audio portion based, at least in part, on a
comparison of the accent translation model and the output of
the calculated transformations. For example, in one embodi-
ment, the output of the calculated transformations may be
used to determine if, and to what extent, to adjust various
parts of the input audio portion. In one embodiment, certain
parts of the input audio portion that may more closely
resemble the second accent may require fewer (if any)
adjustments in comparison to other parts of the input audio
portion that may less closely resemble the second accent and
may require more substantial adjustments.

[0042] Inone embodiment, accent translation components
622 may perform a voice recognition analysis on input audio
631 to identify various letters, phonemes, words, and other
units of speech within input audio 631. In one embodiment,
the accent translation model 641 may include specific
instructions for adjusting audio characteristics for portions
of the input audio in which various particular letters, pho-
nemes, words, and other units of speech are identified. For
example, it may be determined that speakers having the first
accent tend to speak a particular phoneme with a higher
pitch, while speakers having the second accent tend to that
same phoneme with a lower pitch. In some examples, the
accent translation model 641 may include instructions to
decrease pitch whenever this particular phoneme is detected.

[0043] In one embodiment, the accent translation model
641 that is used for this translation may be selected from a
group of accent translation models determined by accent
translation system 130 of FIG. 1. In particular, FIG. 7
depicts an example in which input audio 631 is spoken in a
German accent that is translated to a British accent in output
audio 632. Additionally, in the embodiment illustrated in
FIG. 7, accent translation components 622 have selected a
German accent to British accent translation model 741C for
translation of the input audio 631 to the output audio 632.
Furthermore, in the embodiment illustrated in FIG. 7, accent
translation components 622 have selected German accent to
British accent translation model 741C from a collection of
available accent translation models 741 including accent
translation models 741 A-N.

[0044] As set forth above, in one embodiment, input audio
spoken in a first accent may be translated into a neutral
accent, such as a combination of two or more other accents.
FIG. 8 depicts an example in which input audio 631 is
spoken in a German accent that is translated to the neutral
accent in output audio 632. Additionally, in the embodiment
illustrated in FIG. 8, accent translation components 622 have
selected a German accent to neutral accent translation model






