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MACHINE LEARNING TO GENERATE
MUSIC FROM TEXT

FIELD

[0001] The present disclosure relates generally to machine
learning. More particularly, the present disclosure relates to
machine learning to generate music from text.

BACKGROUND

[0002] Algorithmic composition refers to the use of algo-
rithms (e.g., computer-implemented algorithms) to create
music. For example, certain existing music generation algo-
rithms can include one or more computational models.
[0003] One of the most difficult challenges posed by
algorithmic composition is to successfully incorporate the
concept of creativity within the algorithm and the resulting
generated music. In particular, creativity is a nebulous
concept and algorithm designers typically do not have a
clear idea or mechanism of how to express or generate
creativity within their music generation algorithms.

[0004] As such, one significant disadvantage of most
music generation algorithms is that the music that they
produce is generally meaningless: since the computers do
not have feelings, moods, or intentions, they do not try to
describe something with their music in the way that humans
do. By contrast, most of human music is referential or
descriptive. The reference can be something abstract like an
emotion, or something more objective such as a picture or a
landscape.

[0005] Another major disadvantage associated with algo-
rithmically-generated music is that it typically lacks consis-
tency or structure. Thus, another big challenge of algorith-
mic composition is creating an algorithm that generates a
piece of music that exhibits a globally consistent theme or
structure across the entirety of the piece. More particularly,
while certain existing techniques may be able to generate
snippets of music, such techniques are typically unable to
generate an entire piece of music that exhibits a globally
consistent theme and/or structure. Thus, a technical chal-
lenge exists which can be summarized as the current inabil-
ity to algorithmically generate music that exhibits a globally
consistent theme and/or structure.

SUMMARY

[0006] Aspects and advantages of embodiments of the
present disclosure will be set forth in part in the following
description, or can be learned from the description, or can be
learned through practice of the embodiments.

[0007] One example aspect of the present disclosure is
directed to a computer system to generate music from text.
The computer system includes a feature extractor configured
to extract one or more structural features from an input text.
The one or more structural features are indicative of a
structure associated with the input text. The computer sys-
tem includes a machine-learned audio generation model
configured to obtain the one or more structural features from
the feature extractor and generate a musical composition
from the input text based at least in part on the one or more
structural features. The computer system includes one or
more processors and one or more non-transitory computer-
readable media that collectively store instructions that, when
executed by the one or more processors cause the computer
system to: obtain the input text; input the input text into the
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feature extractor; receive the one or more structural features
as an output of the feature extractor; input the one or more
structural features into the machine-learned audio genera-
tion model; and receive data descriptive of the musical
composition as an output of the machine-learned audio
generation model.

[0008] Another example aspect of the present disclosure is
directed to a computer-implemented method to generate
music from text. The method includes obtaining, by one or
more computing devices, an input text that includes a
plurality of portions. The method includes inputting, by the
one or more computing devices, the input text into a feature
extractor that is configured to extract at least one structural
feature from each of the plurality portions of the input text.
The method includes receiving, by the one or more com-
puting devices, a sequence of structural features as an output
of the feature extractor. The sequence of structural features
includes the at least one structural feature extracted from
each of the plurality portions of the input text. The method
includes inputting, by the one or more computing devices,
the sequence of structural features into a machine-learned
audio generation model. The method includes receiving, by
the one or more computing devices, data descriptive of a
musical composition generated by the machine-learned
audio generation model based at least in part on the sequence
of structural features.

[0009] Another example aspect of the present disclosure is
directed to one or more tangible, non-transitory computer-
readable media that store instructions that, when executed
by one or more processors, cause a computing system to
perform operations. Execution of the instructions causes the
computing system to obtain an input text that includes a
plurality of portions. Execution of the instructions causes the
computing system to generate a sequence of features for the
poem. The sequence of features includes a plurality of
feature groups that respectively correspond to the plurality
of portions of the input text. Execution of the instructions
causes the computing system to input the sequence of
features into a machine-learned audio generation model.
Execution of the instructions causes the computing system
to receive data descriptive of a musical composition as an
output of the machine-learned audio generation model.
[0010] Other aspects of the present disclosure are directed
to various systems, apparatuses, non-transitory computer-
readable media, user interfaces, and electronic devices.
[0011] These and other features, aspects, and advantages
of various embodiments of the present disclosure will
become better understood with reference to the following
description and appended claims. The accompanying draw-
ings, which are incorporated in and constitute a part of this
specification, illustrate example embodiments of the present
disclosure and, together with the description, serve to
explain the related principles.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] Detailed discussion of embodiments directed to
one of ordinary skill in the art is set forth in the specification,
which makes reference to the appended figures, in which:
[0013] FIG. 1A depicts a block diagram of an example
computing system that generates music from text according
to example embodiments of the present disclosure.

[0014] FIG. 1B depicts a block diagram of an example
computing device that generates music from text according
to example embodiments of the present disclosure.
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[0015] FIG. 1C depicts a block diagram of an example
computing device that generates music from text according
to example embodiments of the present disclosure.

[0016] FIG. 2 depicts a block diagram of an example
music generation model according to example embodiments
of the present disclosure.

[0017] FIG. 3 depicts a block diagram of an example
music generation model according to example embodiments
of the present disclosure.

[0018] FIG. 4 depicts a block diagram of an example
music generation model according to example embodiments
of the present disclosure.

[0019] FIG. 5 depicts a flow chart diagram of an example
method to generate music from text according to example
embodiments of the present disclosure.

[0020] FIG. 6 depicts a flow chart diagram of an example
method to generate music from text according to example
embodiments of the present disclosure.

[0021] FIG. 7 depicts a diagram of an example structure of
an example deep neural network to provide musical embed-
dings according to example embodiments of the present
disclosure.

[0022] FIG. 8 depicts a diagram of an example structure of
an example audio generation model according to example
embodiments of the present disclosure.

[0023] Reference numerals that are repeated across plural
figures are intended to identify the same features in various
implementations.

DETAILED DESCRIPTION

Overview

[0024] Generally, the present disclosure is directed to
systems and methods that leverage one or more machine-
learned models to generate music from text. In particular,
according to an aspect of the present disclosure, a computing
system can include a music generation model that is oper-
able to extract one or more structural features from an input
text. The one or more structural features can be indicative of
a structure associated with the input text. The music gen-
eration model can generate a musical composition from the
input text based at least in part on the one or more structural
features. For example, the music generation model can
generate a musical composition that exhibits a musical
structure that mimics or otherwise corresponds to the struc-
ture associated with the input text. In such fashion, the
systems and methods of the present disclosure can generate
music that exhibits a globally consistent theme and/or struc-
ture.

[0025] More particularly, the systems and methods of the
present disclosure can obtain an input text from which a
musical composition is to be generated. As one example, the
input text can be a poem. As another example, the input text
can be a textual conversation extracted or otherwise
obtained from a text messaging application, a group chat
application, an electronic mail application, or other messag-
ing application. Similarly, the input text can include one or
more social media postings. As further examples, input texts
can be extracted or otherwise obtained from a news article,
a webpage, a novel, a screenplay, a document, a dictated text
from spoken words (e.g., a text obtained by inputting a video
or other audio source through a speech-to-text translator), or
any other form of text.
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[0026] In some implementations, the input text can
include a plurality of portions. As an example, a poem can
have a plurality of lines. For example, the lines of a poem
can be separated by line breaks. As another example, a
textual conversation can include a plurality of textual mes-
sages, where each message has a sender associated there-
with. As further examples, a segmentation component can be
used to segment an input text into a plurality of portions
based on line breaks, page breaks, paragraph breaks, chapter
breaks, speaker identity (e.g., in the case of a screenplay or
novel with conversation), or other parameters.

[0027] According to an aspect of the present disclosure, a
computing system can include a music generation model
that is operable to extract one or more structural features
from an input text. In particular, in some implementations,
the music generation model can include a feature extractor
that extracts the one or more structural features. As will be
discussed further below, the music generation model can
further include a machine-learned audio generation model
that generates a musical composition based at least in part on
the extracted structural features.

[0028] In some implementations in which the input text
includes a plurality of portions, the feature extractor can
extract one or more structural features from each of the
plurality of portions. In some implementations, the extracted
structural features can form a sequence of structural features
for the input text. For example, the one or more structural
features extracted from each of the plurality of portions can
be concatenated according to an order associated with the
plurality of portions to form the sequence of structural
features.

[0029] As one example structural feature, the systems and
methods of the present disclosure can determine a rhyme
scheme for the input text. As an example, in implementa-
tions in which the input text is a poem, the feature extractor
can be configured to determine a rhyme scheme that is
descriptive of a pattern of rhymes exhibited by a plurality of
lines of the poem. For example, one example technique that
can be performed by the feature extractor to determine the
rhyme scheme is described in Reddy et al., “Unsupervised
Discovery of Rhyme Schemes.” Proceedings of the 49th
Annual Meeting of the Association for Computational Lin-
guistics: Human Language Technologies: Short Papers,
pages 77-82, Association for Computational Linguistics,
2011. Other techniques can be used as well. In addition,
rhyme scheme detection techniques can be applied to texts
that were not explicitly drafted as poems as well.

[0030] To provide a simplified example, the following
poem demonstrates an example rhyme scheme using, as an
example convention, letters to indicate which lines rhyme
(that is, lines designated with the same letter all rhyme with
each other): Once when the snow of the year was beginning
to fall, [A] We stopped by a mountain pasture to say, “Whose
colt?” [B] A little Morgan had one forefoot on the wall, [A]
The other curled at his breast. He dipped his head [C] And
snorted to us. And then we saw him bolt. [B] We heard the
miniature thunder where he fled, [C] . . . .

[0031] As another example structural feature, the systems
and methods of the present disclosure can determine one or
more mood features for the input text. For example, the
feature extractor can perform semantical analysis on the
input text to extract the one or more mood features. As an
example, in some implementations in which the input text
includes a plurality of portions, the feature extractor can
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extract one or more mood features from each of the plurality
of portions. The mood feature for each portion can be
descriptive of a mood associated with such portion. Example
mood features can include happy, sad, optimistic, melan-
cholic, etc.

[0032] For example, one example technique that can be
performed by the feature extractor to determine the mood
features for the input text is described in Alm et al.,
“Emotions from Text: Machine Learning for Text-Based
Emotion Prediction.” Proceedings of Human Language
Technology Conference and Conference on Empirical Meth-
ods in Natural Language Processing, pages 579-586, Asso-
ciation for Computational Linguistics, 2005. Other tech-
niques can be used as well.

[0033] As yet another example structural feature, the sys-
tems and methods of the present disclosure can determine
one or more subject matter features for the input text. For
example, the feature extractor can perform semantical analy-
sis on the input text to extract the one or more subject matter
features. As an example, in some implementations in which
the input text includes a plurality of portions, the feature
extractor can extract one or more subject matter features
from each of the plurality of portions. The subject matter
feature for each portion can be descriptive of a subject
associated with such portion. Example subject matter fea-
tures can include snow, mountain_pasture, child, thunder,
etc. In some implementations, various natural language
processing techniques can be performed to extract the one or
more subject matter features for the input text.

[0034] According to another aspect of the present disclo-
sure, in some implementations, the music generation model
can further include a machine-learned deep neural network.
The deep neural network can receive some or all of the input
text and, in response, provide one or more musical embed-
dings for the input text. As an example, the deep neural
network can respectively receive each portion of the input
text and, in response, respectively provide at least one
musical embedding for each portion of the input text. Thus,
the deep neural network can provide a sequence of musical
embeddings, where each of the musical embeddings corre-
sponds to one of the portions of the input text.

[0035] In some implementations, the musical embedding
can be obtained from the deep neural network at a hidden
layer of the deep neural network. For example, such hidden
layer can be one of the last, but not final, layers of the deep
neural network. In addition, in some implementations, the
deep neural network can include one or more convolutional
neural networks, one or more recurrent neural networks
(e.g., long short-term memory recurrent neural networks), or
combinations thereof.

[0036] According to another aspect of the present disclo-
sure, in some implementations, the machine-learned deep
neural network can be trained on or using a training dataset
that includes a plurality of sets of lyrics from humanly-
generated songs, wherein each set of lyrics is labeled with
one or more music features descriptive of the backing music
associated with such set of lyrics in the corresponding
humanly-generated song. In some instances, the music fea-
tures can be musical scalar features, binary features, and/or
other types of features. Example music features include a
tempo feature, a loudness feature, a dynamic feature, a pitch
histogram feature, a dominant melodic interval feature, a
direction of motion feature, and a dominant harmony fea-
ture.
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[0037] As examples: a tempo feature can describe a tempo
of the backing music or portion of the song associated with
the particular set of lyrics. A loudness feature can describe
a loudness of the backing music for the set of lyrics, relative
to the whole music piece. A dynamic feature can describe an
estimate of the loudness variation in the particular portion of
the song. A pitch histogram feature can describe how much
time each of the twelve notes have been played in the portion
of the song. A dominant melodic interval feature can
describe a most used interval (e.g., pitch-distance between
two notes). As a simplified example, a minor third interval
gives a perception of “sadness” while a major third gives a
sense of “happiness.” A direction of motion feature can
describe whether the pitches are ascending or descending in
the portion of the song. This can give an estimate of the
perception of “flow” of music. A dominant harmony feature
can describe a most used vertical interval (e.g., similar to the
melodic interval described above, expect that in this case the
notes are not successive but are simultaneous).

[0038] Thus, a deep neural network model can be trained
to predict some or all of the music features described above,
when given the corresponding set of lyrics or text. Further,
use of an embedding from a hidden layer provides a
machine-learned representation of relationships that is more
subtle and general than use of the specific music features
described above. For example, the embedding provides
predictions in a machine-learned dimensional representa-
tion, rather than the humanly-conceived dimensions associ-
ated with the music features.

[0039] In some implementations, multiple different deep
neural networks can be trained as described above on
different respective training datasets that include different
respective genres of music. For example, a first deep neural
network can be trained as described above on rap music or
spoken word while a second deep neural network can be
trained as described above on country western music. In
some implementations, a user can select which of such
genre-specific networks is used by the music generation
model to generate the musical composition from the input
text. Enabling such network genre selection by a user can
allow the user to guide the music generation model to
generate music from the input text that has a user-desired
genre.

[0040] In yet further implementations, a deep neural net-
work can be trained as described above on a set of songs that
are explicitly provided or selected by the user. Thus, the user
can obtain a personalized deep neural network trained on
user-specified music. Such can enable the user to guide the
music generation model to generate music from the input
text that fits the user’s personal tastes in music.

[0041] According to another aspect of the present disclo-
sure, in some implementations, the music generation model
can include a machine-learned audio generation model. The
machine-learned audio generation model can have been
trained to receive the one or more structural features from
the feature extractor and/or receive the one or more musical
embeddings from the deep neural network. The audio gen-
eration model can generate a musical composition from the
input text based at least in part on the one or more structural
features and/or based at least in part on the one or more
musical embeddings.

[0042] As an example, in some implementations, the
sequence of structural features can be merged with the
sequence of musical features to form a merged sequence of
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features. The merged sequence of features can be input into
the audio generation model and the audio generation model
can generate the musical composition based on the merged
sequence of features. To provide one example, the example
rhyme scheme described above could be merged with a
sequence of musical features to form the following example
merged sequence of features:

[0043] [(A, [10, 52, 18, 81, 56]),

[0044] (B, [25, 85, 16, 62, 91]),

[0045] (A, [59, 35, 98, 41, 0]),

[0046] (C, [88, 24, 39, 99, 98]),

[0047] (B, [1, 25, 66, 88, 19]),

[0048] (C, [74, 15,2, 83, 44])]

[0049] More or fewer features than those provided in the

example above can be used. Alternative features can be used
as well. For example, each subset of features in the sequence
could further include a mood feature, a subject matter
feature, or other structural features. The audio generation
model can generate the musical composition from which-
ever features are provided.

[0050] In some implementations, the audio generation
model can include one or more machine-learned generative
adversarial networks. In some implementations, the audio
generation model can include a conditional generative
model able to generate a melody conditioned on the features.
[0051] In some implementations, an autoregressive model
(e.g., a long short-term memory recurrent neural network)
can be trained to construct the musical composition one note
at a time based on the previous context. For example, the
context at time t can include the notes generated thus far,
combined with the features. Once trained, such autoregres-
sive model can be used to generate new compositions
conditionally. For example, the notes generated at time t by
the model can be fed back in as inputs. The performance of
such a model can be improved by using adversarial training,
where the model is rewarded when it successfully fools a
classifier into thinking that it has generated music similar to
those pieces found in the training set.

[0052] The resulting compositions can be rendered as
audio using music production software. Alternatively, an
additional generative model can be used to generate audio
conditioned on these compositions.

[0053] Thus, the present disclosure provides systems and
methods that leverage one or more machine-learned models
to generate music from text. In particular, the present
disclosure provides music generation models that are oper-
able to extract one or more structural features from an input
text that are indicative of a structure associated with the
input text. The music generation model can generate a
musical composition that exhibits a musical structure that
mimics or otherwise corresponds to the structure associated
with the input text. In such fashion, the systems and methods
of the present disclosure provide a technical solution that
enables generation of music that exhibits a globally consis-
tent theme and/or structure, thereby resolving the technical
problem of the current inability to algorithmically generate
music that exhibits a globally consistent theme and/or struc-
ture.

[0054] Insome implementations, the systems and methods
of the present disclosure can be included or otherwise
employed within the context of an application (e.g., a group
chat application), a browser plug-in, or in other contexts.
Thus, in some implementations, the music generation mod-
els of the present disclosure can be included in or otherwise
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stored and implemented by a user computing device such as
a laptop, tablet, or smartphone. As yet another example, the
music generation models can be included in or otherwise
stored and implemented by a server computing device that
communicates with the user computing device according to
a client-server relationship. For example, the music genera-
tion models of the present disclosure can be implemented by
the server computing device as a portion of a web service
(e.g., a web email service) or as a function that the user
computing device can call from the server computing device
(e.g., via an application programming interface).

[0055] With reference now to the Figures, example
embodiments of the present disclosure will be discussed in
further detail.

Example Devices and Systems

[0056] FIG. 1A depicts a block diagram of an example
computing system 100 that generates music from text
according to example embodiments of the present disclo-
sure. The system 100 includes a user computing device 102,
a server computing system 130, and a training computing
system 150 that are communicatively coupled over a net-
work 180.

[0057] The user computing device 102 can be any type of
computing device, such as, for example, a personal com-
puting device (e.g., laptop or desktop), a mobile computing
device (e.g., smartphone or tablet), a gaming console or
controller, a wearable computing device, an embedded com-
puting device, or any other type of computing device.
[0058] The user computing device 102 includes one or
more processors 112 and a memory 114. The one or more
processors 112 can be any suitable processing device (e.g.,
a processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 114 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 114 can store
data 116 and instructions 118 which are executed by the
processor 112 to cause the user computing device 102 to
perform operations.

[0059] The user computing device 102 can store or include
one or more music generation models 120. For example, the
music generation models 120 can be or can otherwise
include various machine-learned models such as neural
networks (e.g., deep neural networks) or other multi-layer
non-linear models. Neural networks can include recurrent
neural networks (e.g., long short-term memory recurrent
neural networks), convolutional neural networks, feed-for-
ward neural networks, or other forms of neural networks.
Example music generation models 120 are discussed with
reference to FIGS. 2-4.

[0060] In some implementations, the one or more music
generation models 120 can be received from the server
computing system 130 over network 180, stored in the user
computing device memory 114, and the used or otherwise
implemented by the one or more processors 112. In some
implementations, the user computing device 102 can imple-
ment multiple parallel instances of a single music generation
model 120 (e.g., to perform parallel music generation across
multiple instances of the models 120).

[0061] More particularly, the music generation model 120
can be operable to extract one or more structural features
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from an input text. The one or more structural features can
be indicative of a structure associated with the input text.
The music generation model 120 can generate a musical
composition from the input text based at least in part on the
one or more structural features. For example, the music
generation model 120 can generate a musical composition
that exhibits a musical structure that mimics or otherwise
corresponds to the structure associated with the input text. In
such fashion, the music generation model 120 can generate
music that exhibits a globally consistent theme and/or struc-
ture.

[0062] Additionally or alternatively, one or more music
generation models 140 can be included in or otherwise
stored and implemented by the server computing system 130
that communicates with the user computing device 102
according to a client-server relationship. For example, the
music generation models 140 can be implemented by the
server computing system 140 as a portion of a web service
(e.g., a text messaging service, an electronic email service,
a music generation service, etc.). Thus, one or more models
120 can be stored and implemented at the user computing
device 102 and/or one or more models 140 can be stored and
implemented at the server computing system 130. For
example, the server computing system 130 can provide use
of the models 140 as a service to the user computing device
102.

[0063] The user computing device 102 can also include
one or more user input component 122 that receives user
input. For example, the user input component 122 can be a
touch-sensitive component (e.g., a touch-sensitive display
screen or a touch pad) that is sensitive to the touch of a user
input object (e.g., a finger or a stylus). The touch-sensitive
component can serve to implement a virtual keyboard. Other
example user input components include a microphone, a
traditional keyboard, or other means by which a user can
enter a communication or other text.

[0064] The server computing system 130 includes one or
more processors 132 and a memory 134. The one or more
processors 132 can be any suitable processing device (e.g.,
a processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 134 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 134 can store
data 136 and instructions 138 which are executed by the
processor 132 to cause the server computing system 130 to
perform operations.

[0065] In some implementations, the server computing
system 130 includes or is otherwise implemented by one or
more server computing devices. In instances in which the
server computing system 130 includes plural server com-
puting devices, such server computing devices can operate
according to sequential computing architectures, parallel
computing architectures, or some combination thereof.
[0066] As described above, the server computing system
130 can store or otherwise include one or more machine-
learned music generation models 140. For example, the
music generation models 140 can be or can otherwise
include various machine-learned models such as neural
networks (e.g., deep recurrent neural networks) or other
multi-layer non-linear models. Example music generation
models 140 are discussed with reference to FIGS. 2-4.
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[0067] The music generation model 140 can be operable to
extract one or more structural features from an input text.
The one or more structural features can be indicative of a
structure associated with the input text. The music genera-
tion model 140 can generate a musical composition from the
input text based at least in part on the one or more structural
features. For example, the music generation model 140 can
generate a musical composition that exhibits a musical
structure that mimics or otherwise corresponds to the struc-
ture associated with the input text.

[0068] The server computing system 130 can train the
music generation models 120 and 140 via interaction with
the training computing system 150 that is communicatively
coupled over the network 180. The training computing
system 150 can be separate from the server computing
system 130 or can be a portion of the server computing
system 130.

[0069] The training computing system 150 includes one or
more processors 152 and a memory 154. The one or more
processors 152 can be any suitable processing device (e.g.,
a processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 154 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 154 can store
data 156 and instructions 158 which are executed by the
processor 152 to cause the training computing system 150 to
perform operations. In some implementations, the training
computing system 150 includes or is otherwise implemented
by one or more server computing devices.

[0070] The training computing system 150 can include a
model trainer 160 that trains the machine-learned models
140 stored at the server computing system 130 using various
training or learning techniques, such as, for example, back-
wards propagation of errors. In some implementations,
performing backwards propagation of errors can include
performing truncated backpropagation through time. The
model trainer 160 can perform a number of generalization
techniques (e.g., weight decays, dropouts, etc.) to improve
the generalization capability of the models being trained.
[0071] In particular, the model trainer 160 can train a
music generation model 120 or 140 or portions thereof based
on a set of training data 162. In some implementations, the
music generation models 120 or 140 can include deep neural
network that provides a musical embedding for an input text
(e.g., for each of one or more portions of the input text). In
some of such implementations, deep neural network can be
trained on or using a training dataset 162 that includes a
plurality of sets of lyrics from humanly-generated songs,
wherein each set of lyrics is annotated with one or more
music features descriptive of the backing music associated
with such set of lyrics in the corresponding humanly-
generated song. Example music features include a tempo
feature, a loudness feature, a dynamic feature, a pitch
histogram feature, a dominant melodic interval feature, a
direction of motion feature, and a dominant harmony fea-
ture.

[0072] In some implementations, multiple different deep
neural networks can be trained as described above on
different respective training datasets 162 that include differ-
ent respective genres of music. For example, a first deep
neural network can be trained as described above on rap
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music or spoken word while a second deep neural network
can be trained as described above on country western music.
In some implementations, a user can select which of such
genre-specific networks is used by the music generation
model 120 or 140 to generate the musical composition from
the input text. Enabling such network genre selection by a
user can allow the user to guide the music generation model
120 or 140 to generate music from the input text that has a
user-desired genre.

[0073] In yet further implementations, a deep neural net-
work can be trained as described above on a set of songs that
are explicitly provided or selected by the user. Thus, the user
can obtain a personalized deep neural network trained on
user-specified music. Such can enable the user to guid2e the
music generation model to generate music from the input
text that fits the user’s personal tastes in music.

[0074] In some implementations, if the user has provided
consent, the training examples 162 can be provided by the
user computing device 102 or otherwise procured from data
associated with the user. Thus, in such implementations, the
model 120 provided to the user computing device 102 can be
trained by the training computing system 150 on user-
specific data received from the user computing device 102.
In some instances, this process can be referred to as per-
sonalizing the model.

[0075] The model trainer 160 includes computer logic
utilized to provide desired functionality. The model trainer
160 can be implemented in hardware, firmware, and/or
software controlling a general purpose processor. For
example, in some implementations, the model trainer 160
includes program files stored on a storage device, loaded
into a memory and executed by one or more processors. In
other implementations, the model trainer 160 includes one
or more sets of computer-executable instructions that are
stored in a tangible computer-readable storage medium such
as RAM hard disk or optical or magnetic media.

[0076] The network 180 can be any type of communica-
tions network, such as a local area network (e.g., intranet),
wide area network (e.g., Internet), or some combination
thereof and can include any number of wired or wireless
links. In general, communication over the network 180 can
be carried via any type of wired and/or wireless connection,
using a wide variety of communication protocols (e.g.,
TCP/IP, HTTP, SMTP, FTP), encodings or formats (e.g.,
HTML, XML), and/or protection schemes (e.g., VPN,
secure HTTP, SSL).

[0077] FIG. 1A illustrates one example computing system
that can be used to implement the present disclosure. Other
computing systems can be used as well. For example, in
some implementations, the user computing device 102 can
include the model trainer 160 and the training dataset 162.
In such implementations, the music generation models 120
can be both trained and used locally at the user computing
device 102. In some of such implementations, the user
computing device 102 can implement the model trainer 160
to personalize the music generation models 120 based on
user-specific data.

[0078] FIG. 1B depicts a block diagram of an example
computing device 10 that performs music generation accord-
ing to example embodiments of the present disclosure. The
computing device 10 can be a user computing device or a
server computing device.

[0079] The computing device 10 includes a number of
applications (e.g., applications 1 through N). Each applica-
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tion contains its own machine learning library and machine-
learned model(s). For example, each application can include
a machine-learned music generation model. Example appli-
cations include a text messaging application, an email appli-
cation, a dictation application, a virtual keyboard applica-
tion, a browser application, etc.

[0080] As illustrated in FIG. 1B, each application can
communicate with a number of other components of the
computing device, such as, for example, one or more sen-
sors, a context manager, a device state component, and/or
additional components. In some implementations, each
application can communicate with each device component
using an API (e.g., a public API). In some implementations,
the API used by each application is specific to that applica-
tion.

[0081] FIG. 1C depicts a block diagram of an example
computing device 50 that performs music generation accord-
ing to example embodiments of the present disclosure. The
computing device 50 can be a user computing device or a
server computing device.

[0082] The computing device 50 includes a number of
applications (e.g., applications 1 through N). Each applica-
tion is in communication with a central intelligence layer.
Example applications include a text messaging application,
an email application, a dictation application, a virtual key-
board application, a browser application, etc. In some imple-
mentations, each application can communicate with the
central intelligence layer (and model(s) stored therein) using
an API (e.g., a common API across all applications).
[0083] The central intelligence layer includes a number of
machine-learned models. For example, as illustrated in FIG.
1C, a respective machine-learned model (e.g., a music
generation model) can be provided for each application and
managed by the central intelligence layer. In other imple-
mentations, two or more applications can share a single
machine-learned model. For example, in some implemen-
tations, the central intelligence layer can provide a single
model (e.g., a single music generation model) for all of the
applications. In some implementations, the central intelli-
gence layer is included within or otherwise implemented by
an operating system of the computing device 50.

[0084] The central intelligence layer can communicate
with a central device data layer. The central device data layer
can be a centralized repository of data for the computing
device 50. As illustrated in FIG. 1C, the central device data
layer can communicate with a number of other components
of the computing device, such as, for example, one or more
sensors, a context manager, a device state component, and/or
additional components. In some implementations, the cen-
tral device data layer can communicate with each device
component using an API (e.g., a private API).

Example Model Arrangements

[0085] FIG. 2 depicts a block diagram of an example
music generation model 200 according to example embodi-
ments of the present disclosure. In some implementations,
the music generation model 200 is trained to receive a set of
textual data 204 descriptive of an input text and, as a result
of receipt of the textual data 204, provide audio data 206 that
corresponds to a musical composition generated by the
music generation model 200 based on the input text.

[0086] As one example, the input text can be a poem. As
another example, the input text can be a textual conversation
extracted or otherwise obtained from a text messaging (e.g.,
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SMS) application, a group chat application, an electronic
mail application, or other messaging application. Similarly,
the input text can include one or more social media postings.
As further examples, input texts can be extracted or other-
wise obtained from a news article, a webpage, a novel, a
screenplay, a document, a dictated text from spoken words
(e.g., a text obtained by inputting a video or other audio
source through a speech-to-text translator), or any other
form of text.

[0087] In some implementations, the input text can
include a plurality of portions. As an example, a poem can
have a plurality of lines. For example, the lines of a poem
can be separated by line breaks. As another example, a
textual conversation can include a plurality of textual mes-
sages, where each message has a sender associated there-
with. As further examples, a segmentation component can be
used to segment an input text into a plurality of portions
based on line breaks, page breaks, paragraph breaks, chapter
breaks, speaker identity (e.g., in the case of a screenplay or
novel with conversation), or other parameters. In another
example, portions of an input text can respectively corre-
spond to a plurality of social media postings. For example,
one-year’s worth of social media postings can be input into
the music generation model 200 to obtain a year-in-review
musical composition.

[0088] The music generation model 200 can generate the
audio data 206 that corresponds to a musical composition
from the input text. For example, the music generation
model 200 can generate a musical composition that exhibits
a musical structure that mimics or otherwise corresponds to
the input text. In such fashion, the music generation model
200 can generate music that exhibits a globally consistent
theme and/or structure. In some implementations, the audio
data 206 is descriptive of audio (e.g., an MP3 file) while in
other implementations the audio data 206 is descriptive of
musical notes (e.g., some indication of notes that form the
musical composition). Thus, the audio data 206 output by
the music generation model 200 can be actual playback of
the musical composition or can be information that is simply
descriptive of the musical composition.

[0089] FIG. 3 depicts a block diagram of an example
music generation model 300 according to example embodi-
ments of the present disclosure. The music generation model
300 is similar to music generation model 200 of FIG. 2
except that music generation model 300 includes one or
more feature extractors 302 and an audio generation model
304.

[0090] The one or more feature extractors 302 can extract
one or more structural features 306 from the textual data
204. In some implementations in which the input text
includes a plurality of portions, the feature extractor(s) 302
can extract one or more structural features 306 from each of
the plurality of portions. In some implementations, the
extracted structural features 306 can form a sequence of
structural features for the input text. For example, the one or
more structural features 306 extracted from each of the
plurality of portions can be concatenated according to an
order associated with the plurality of portions to form the
sequence of structural features.

[0091] As one example structural feature 306, the systems
and methods of the present disclosure can determine a
rhyme scheme for the input text. As an example, in imple-
mentations in which the input text is a poem, the feature
extractor(s) 302 can be configured to determine a rhyme
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scheme that is descriptive of a pattern of rhymes exhibited
by a plurality of lines of the poem. For example, one
example technique that can be performed by the feature
extractor to determine the rhyme scheme is described in
Reddy et al., “Unsupervised Discovery of Rhyme Schemes.”
Proceedings of the 49th Annual Meeting of the Association
for Computational Linguistics: Human Language Technolo-
gies: Short Papers, pages 77-82, Association for Computa-
tional Linguistics, 2011. Other techniques can be used as
well. In addition, rhyme scheme detection techniques can be
applied to texts that were not explicitly drafted as poems as
well.

[0092] To provide a simplified example, the following
poem demonstrates an example rhyme scheme using, as an
example convention, letters to indicate which lines rhyme
(that is, lines designated with the same letter all rhyme with
each other): Once when the snow of the year was beginning
to fall, [A] We stopped by a mountain pasture to say, “Whose
colt?” [B] A little Morgan had one forefoot on the wall, [A]
The other curled at his breast. He dipped his head [C] And
snorted to us. And then we saw him bolt. [B] We heard the
miniature thunder where he fled, [C] . . . .

[0093] As another example structural feature 306, the
feature extractor(s) 302 can determine one or more mood
features for the input text. For example, the feature extractor
(s) 302 can perform semantical analysis on the input text to
extract the one or more mood features. As an example, in
some implementations in which the input text includes a
plurality of portions, the feature extractor(s) 302 can extract
one or more mood features from each of the plurality of
portions. The mood feature for each portion can be descrip-
tive of a mood associated with such portion. Example mood
features can include happy, sad, optimistic, melancholic, etc.

[0094] As yet another example structural feature 306, the
feature extractor(s) 302 can determine one or more subject
matter features for the input text. For example, the feature
extractor(s) 302 can perform semantical analysis on the
input text to extract the one or more subject matter features.
As an example, in some implementations in which the input
text includes a plurality of portions, the feature extractor(s)
302 can extract one or more subject matter features from
each of the plurality of portions. The subject matter feature
for each portion can be descriptive of a subject associated
with such portion. Example subject matter features can
include snow, mountain_pasture, child, thunder, etc.

[0095] The audio generation model 304 can be configured
to receive the one or more structural features 306 from the
feature extractor(s) 302. The audio generation model 304
can generate the audio data 206 descriptive of the musical
composition from the input text based at least in part on the
one or more structural features 306.

[0096] In some implementations, the audio generation
model 304 can include one or more machine-learned gen-
erative adversarial networks. In some implementations, the
audio generation model 304 can include a conditional gen-
erative model able to generate a melody conditioned on the
features 306.

[0097] In some implementations, an autoregressive model
(e.g., a long short-term memory recurrent neural network)
can be trained to construct the musical composition one note
at a time based on the previous context. For example, the
context at time t can include the notes generated thus far,
combined with the features 306.
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[0098] Once trained, such autoregressive model can be
used to generate new compositions conditionally. For
example, the notes generated at time t by the model can be
fed back in as inputs. The performance of such a model can
be improved by using adversarial training, where the model
is rewarded when it successfully fools a classifier into
thinking that it has generated music similar to those pieces
found in the training set.

[0099] The resulting compositions can be rendered as
audio using music production software. Alternately, an addi-
tional generative model can be used to generate audio
conditioned on these compositions.

[0100] As another example music generation model struc-
ture, FIG. 4 depicts a block diagram of an example music
generation model 400 according to example embodiments of
the present disclosure. The music generation model 400 is
similar to music generation model 300 of FIG. 3 except that
music generation model 400 further includes a deep neural
network 402.

[0101] The deep neural network 402 can receive some or
all of the textual data 204 and, in response, provide one or
more musical embeddings 404 for the input text. As an
example, the deep neural network 402 can respectively
receive each portion of the input text and, in response,
respectively provide at least one musical embedding 404 for
each portion of the input text. Thus, the deep neural network
402 can provide a sequence of musical embeddings 404,
where each of the musical embeddings 404 corresponds to
one of the portions of the input text.

[0102] Insome implementations, each musical embedding
404 can be obtained from the deep neural network 402 at a
hidden layer of the deep neural network 402. For example,
such hidden layer can be one of the last, but not final, layers
of the deep neural network 402. In addition, in some
implementations, the deep neural network 402 can include
one or more convolutional neural networks, one or more
recurrent neural networks (e.g., long short-term memory
recurrent neural networks), or combinations thereof.
[0103] As one example structure for the deep neural
network 402, FIG. 7 depicts a diagram of an example
structure of an example deep neural network 700 to provide
musical embeddings according to example embodiments of
the present disclosure. The deep neural network 700
includes a character-based long short-term memory layer
followed by two fully connected layers. In some implemen-
tations, the inputs to the logistic layer (e.g., the outputs of the
second fully connected layer) can be used as the musical
embeddings 404.

[0104] Although FIG. 7 illustrates a single word (e.g.,
“daffodil”) being entered (e.g., character-by-character) into
the model 700, the model 700 is not limited to entry of a
single word to generate the embedding. Instead, in some
implementations, an entire verse is entered (e.g., character-
by-character or word-by-word) into the model 700 to gen-
erate a single embedding for such entire verse.

[0105] Referring again to FIG. 4, according to another
aspect of the present disclosure, in some implementations,
the machine-learned deep neural network 402 can be trained
on or using a training dataset that includes a plurality of sets
of lyrics from humanly-generated songs, wherein each set of
lyrics is annotated with one or more music features descrip-
tive of the backing music associated with such set of lyrics
in the corresponding humanly-generated song. Example
music features include a tempo feature, a loudness feature,
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a dynamic feature, a pitch histogram feature, a dominant
melodic interval feature, a direction of motion feature, and
a dominant harmony feature.

[0106] As examples: a tempo feature can describe a tempo
of the backing music or portion of the song associated with
the particular set of lyrics. A loudness feature can describe
a loudness of the backing music for the set of lyrics, relative
to the whole music piece. A dynamic feature can describe an
estimate of the loudness variation in the particular portion of
the song. A pitch histogram feature can describe how much
time each of the twelve notes have been played in the portion
of the song. A dominant melodic interval feature can
describe a most used interval (e.g., pitch-distance between
two notes). As a simplified example, a minor third interval
gives a perception of “sadness” while a major third gives a
sense of “happiness.” A direction of motion feature can
describe whether the pitches are ascending or descending in
the portion of the song. This can give an estimate of the
perception of “flow” of music. A dominant harmony feature
can describe a most used vertical interval (e.g., similar to the
melodic interval described above, expect that in this case the
notes are not successive but are simultaneous).

[0107] Thus, a deep neural network model 402 can be
trained to predict some or all of the music features described
above, when given the corresponding set of lyrics or text.
Further, use of an embedding from a hidden layer provides
a machine-learned representation of relationships that is
more subtle and general than use of the specific music
features described above. For example, the embedding pro-
vides predictions in a machine-learned dimensional repre-
sentation, rather than the humanly-conceived dimensions
associated with the music features.

[0108] In some implementations, multiple different deep
neural networks 402 can be trained as described above on
different respective training datasets that include different
respective genres of music. For example, a first deep neural
network 402 can be trained as described above on rap music
or spoken word while a second deep neural network can be
trained as described above on country western music. In
some implementations, a user can select which of such
genre-specific networks 402 is used by the music generation
model 400 to generate the audio data 206 from the textual
data 204. One model 402 can be used or plural models 402
can be used in parallel. Enabling such network genre selec-
tion by a user can allow the user to guide the music
generation model 400 to generate music from the input text
that has a user-desired genre.

[0109] In yet further implementations, a deep neural net-
work 402 can be trained as described above on a set of songs
that are explicitly provided or selected by the user. Thus, the
user can obtain a personalized deep neural network 402
trained on user-specified music. Such can enable the user to
guide the music generation model 400 to generate music
from the input text that fits the user’s personal tastes in
music.

[0110] The machine-learned audio generation model 304
can be configured to receive the one or more structural
features 306 from the feature extractor(s) 302 and receive
the one or more musical embeddings 404 from the deep
neural network 402. The audio generation model 304 can
generate a musical composition from the input text based at
least in part on the one or more structural features 306 and
based at least in part on the one or more musical embeddings
404.
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[0111] In some implementations, the audio generation
model 304 can be a conditional generative model able to
generate a melody conditioned on the sequence of predicted
features (e.g., musical embeddings and/or structural fea-
tures).

[0112] In some implementations, the audio generation
model 304 includes an autoregressive model (e.g., a long
short-term memory model) that is trained to construct the
piece one note at a time based on previous context. The
context at time t can include the notes generated thus far,
combined with the musical embeddings and/or structural
features. In some implementations, the audio generation
model 304 can be provided with additional data such as, for
example, the musical compositions accompanying the lyrics
and music features described above as training data for the
deep neural network.

[0113] Once trained, model 304 can be used to generate
new compositions conditionally. For example, the notes
generated at time t by the model 304 can be fed back in as
inputs. In some implementations, the performance of model
304 can be improved by using adversarial training, where
the model 304 is rewarded when it successfully fools a
classifier into thinking that it has generated music similar to
those pieces found in the training set.

[0114] The resulting compositions can be rendered as
audio using standard music production software. Alter-
nately, an additional generative model could be used to
generate audio conditioned on these compositions.

[0115] As one example structure for the audio generation
model 304, FIG. 8 depicts a diagram of an example structure
of an example audio generation model 800 according to
example embodiments of the present disclosure.

[0116] Referring again to FIG. 4, more or fewer features
than those described above can be used. Alternative features
can be used as well. For example, each subset of features in
the merged sequence of features could further include a
mood feature, a subject matter feature, or other structural
features. The audio generation model 304 can generate the
musical composition from whichever features are provided.

Example Methods

[0117] FIG. 5 depicts a flow chart diagram of an example
method to perform music generation according to example
embodiments of the present disclosure. Although FIG. §
depicts steps performed in a particular order for purposes of
illustration and discussion, the methods of the present dis-
closure are not limited to the particularly illustrated order or
arrangement. The various steps of the method 500 can be
omitted, rearranged, combined, and/or adapted in various
ways without deviating from the scope of the present
disclosure.

[0118] At 502, a computing system obtains an input text.
As an example, the server computing system 130 can
perform method 500. For example, at 502, the server com-
puting system 130 can receive or otherwise obtain the input
text from the user computing device 102. As another
example, the user computing device 102 can instruct and/or
provide consent from the user for the server computing
system 130 to obtain the input text from another server
computing system over network 180. In yet another
example, the user computing device 102 can perform
method 500 in a solitary fashion (e.g., “by itself). Thus, at
502, the user computing device 102 can obtain the input text.
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[0119] In one example, the input text can be a poem. As
another example, the input text can be a textual conversation
extracted or otherwise obtained from a text messaging
application, a group chat application, an electronic mail
application, or other messaging application. Similarly, the
input text can include one or more social media postings. As
further examples, input texts can be extracted or otherwise
obtained from a news article, a webpage, a novel, a screen-
play, a document, a dictated text from spoken words (e.g., a
text obtained by inputting a video or other audio source
through a speech-to-text translator), or any other form of
text.

[0120] At 504, the computing system inputs the input text
into a music generation model. The music generation model
can extract one or more structural features from the input
text. The one or more structural features can be indicative of
a structure associated with the input text. The music gen-
eration model can generate a musical composition that
exhibits a musical structure that mimics or otherwise cor-
responds to the input text (e.g., to a structure of the input
text).

[0121] At 506, the computing system receives audio data
descriptive of the musical composition as an output of the
music generation model. In such fashion, the systems and
methods of the present disclosure can generate music that
exhibits a globally consistent theme and/or structure.
[0122] FIG. 6 depicts a flow chart diagram of an example
method to perform music generation according to example
embodiments of the present disclosure. Although FIG. 6
depicts steps performed in a particular order for purposes of
illustration and discussion, the methods of the present dis-
closure are not limited to the particularly illustrated order or
arrangement. The various steps of the method 600 can be
omitted, rearranged, combined, and/or adapted in various
ways without deviating from the scope of the present
disclosure.

[0123] At 602, a computing system obtains an input text
that includes a plurality of portions. As an example, a poem
can have a plurality of lines. For example, the lines of a
poem can be separated by line breaks. As another example,
a textual conversation can include a plurality of textual
messages, where each message has a sender associated
therewith. As further examples, a segmentation component
can be used to segment an input text into a plurality of
portions based on line breaks, page breaks, paragraph
breaks, chapter breaks, speaker identity (e.g., in the case of
a screenplay or novel with conversation), or other param-
eters.

[0124] At 604, the computing system inputs the input text
into a feature extractor. In particular, a music generation
model can include a feature extractor that extracts the one or
more structural features. Example structural features include
rhyme features, mood features, subject matter features, or
other structural features.

[0125] At 606, the computing system receives a sequence
of structural features as an output of the feature extractor. In
particular, the feature extractor can extract one or more
structural features from each of the plurality of portions. For
example, the one or more structural features extracted from
each of the plurality of portions can be concatenated accord-
ing to an order associated with the plurality of portions to
form the sequence of structural features.

[0126] At 608, the computing system inputs the input text
into a machine-learned deep neural network. For example,
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the deep neural network can have been trained on or using
a training dataset that includes a plurality of sets of lyrics
from humanly-generated songs, wherein each set of lyrics is
annotated with one or more music features descriptive of the
backing music associated with such set of lyrics in the
corresponding humanly-generated song. Example music
features include a tempo feature, a loudness feature, a
dynamic feature, a pitch histogram feature, a dominant
melodic interval feature, a direction of motion feature, and
a dominant harmony feature.

[0127] At 610, the computing system receives a sequence
of embeddings as an output of the machine-learned deep
neural network. As an example, the deep neural network can
respectively receive each portion of the input text and, in
response, respectively provide at least one musical embed-
ding for each portion of the input text. Thus, the deep neural
network can provide a sequence of musical embeddings,
where each of the musical embeddings corresponds to one of
the portions of the input text.

[0128] At 612, the computing system merges the sequence
of structural features with the sequence of embeddings to
obtain a merged sequence of features. For example, the
sequence of structural features can be merged with the
sequence of embeddings in an interleaving fashion, to form
one group of features for each portion of the input text.
[0129] At 614, the computing system inputs the merged
sequence of features into a machine-learned audio genera-
tion model. At 616, the computing system receives audio
data descriptive of a musical composition generated by the
machine-learned audio generation model based at least in
part on the merged sequence of features.

Additional Disclosure

[0130] The technology discussed herein makes reference
to servers, databases, software applications, and other com-
puter-based systems, as well as actions taken and informa-
tion sent to and from such systems. The inherent flexibility
of computer-based systems allows for a great variety of
possible configurations, combinations, and divisions of tasks
and functionality between and among components. For
instance, processes discussed herein can be implemented
using a single device or component or multiple devices or
components working in combination. Databases and appli-
cations can be implemented on a single system or distributed
across multiple systems. Distributed components can oper-
ate sequentially or in parallel.
[0131] While the present subject matter has been
described in detail with respect to various specific example
embodiments thereof, each example is provided by way of
explanation, not limitation of the disclosure. Those skilled in
the art, upon attaining an understanding of the foregoing,
can readily produce alterations to, variations of, and equiva-
lents to such embodiments. Accordingly, the subject disclo-
sure does not preclude inclusion of such modifications,
variations and/or additions to the present subject matter as
would be readily apparent to one of ordinary skill in the art.
For instance, features illustrated or described as part of one
embodiment can be used with another embodiment to yield
a still further embodiment. Thus, it is intended that the
present disclosure cover such alterations, variations, and
equivalents.

What is claimed is:

1. A computer system to generate music from text, the
system comprising:
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a feature extractor configured to extract one or more
structural features from an input text, wherein the one
or more structural features are indicative of a structure
associated with the input text; and

a machine-learned audio generation model configured to
obtain the one or more structural features from the
feature extractor and generate a musical composition
from the input text based at least in part on the one or
more structural features;

one or more processors; and

one or more non-transitory computer-readable media that
collectively store instructions that, when executed by
the one or more processors cause the computer system
to:

obtain the input text;
input the input text into the feature extractor;

receive the one or more structural features as an output
of the feature extractor;

input the one or more structural features into the
machine-learned audio generation model; and

receive data descriptive of the musical composition as
an output of the machine-learned audio generation
model.

2. The computer-system of claim 1, wherein:
the input text comprises a plurality of portions;

the feature extractor is configured to extract at least one
structural feature for each of the plurality of portions to
generate a sequence of structural features from the
input text; and

the machine-learned audio generation model is further
configured to generate the musical composition from
the input text based at least in part on the sequence of
structural features.

3. The computer system of claim 2, further comprising:

a machine-learned deep neural network that is configured
to receive each of the plurality of portions of the text
and, in response, output a plurality of musical embed-
dings respectively for the plurality of portions;

wherein the machine-learned audio generation model is
configured to obtain the plurality of musical embed-
dings from the machine-learned deep neural network
and generate the musical composition from the input
text based at least in part on the sequence of structural
features and further based at least in part on the
plurality of musical embeddings.

4. The computer system of claim 3, wherein the deep
neural network comprises a character-based long short-term
memory layer.

5. The computer system of claim 3, wherein the machine-
learned deep neural network was trained on a training
dataset that comprises a plurality of sets of lyrics from
humanly-generated songs, wherein each set of lyrics is
annotated with one or more music features descriptive of the
backing music associated with such set of lyrics in the
corresponding humanly-generated song.

6. The computer system of claim 5, wherein the one or
more music features annotated to each set of lyrics com-
prises one or more of the following: a tempo feature, a
loudness feature, a dynamic feature, a pitch histogram
feature, a dominant melodic interval feature, a direction of
motion feature, and a dominant harmony feature.
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7. The computer system of claim 2, wherein:

the input text comprises a poem;

the plurality of portions of the poem comprise a plurality
of lines; and

the feature extractor is configured to determine a rhyme
scheme for the poem, the rhyme scheme descriptive of
a pattern of rhymes exhibited by the plurality of lines
of the poem, the pattern of rhymes forming the
sequence of structural features.

8. The computer system of claim 2, wherein the feature

extractor is configured to extract one or more of:

a mood feature for each of the plurality of portions, the
mood feature for each portion descriptive of a mood
associated with such portion; and

a subject matter feature for each of the plurality of
portions, the subject matter feature for each portion
descriptive of a subject associated with such portion.

9. The computer-system of claim 1, wherein the machine-

learned audio generation model comprises a machine-
learned generative adversarial network.

10. A computer-implemented method to generate music

from text, the method comprising:

obtaining, by one or more computing devices, an input
text that comprises a plurality of portions;

inputting, by the one or more computing devices, the
input text into a feature extractor that is configured to
extract at least one structural feature from each of the
plurality portions of the input text;

receiving, by the one or more computing devices, a
sequence of structural features as an output of the
feature extractor, the sequence of structural features
comprising the at least one structural feature extracted
from each of the plurality portions of the input text;

inputting, by the one or more computing devices, the
sequence of structural features into a machine-learned
audio generation model; and

receiving, by the one or more computing devices, data
descriptive of a musical composition generated by the
machine-learned audio generation model based at least
in part on the sequence of structural features.

11. The computer-implemented method of claim 10, fur-

ther comprising:

inputting, by the one or more computing devices, the
input text into machine-learned deep neural network
that was trained on a training dataset that comprises a
plurality of sets of lyrics from humanly-generated
songs, each set of lyrics annotated with one or more
music features descriptive of the backing music asso-
ciated with such set of lyrics in the corresponding
humanly-generated song;

receiving, by the one or more computing devices, a
sequence of musical embeddings as an output of the
machine-learned deep neural network, the sequence of
musical embeddings comprising a plurality of musical
embeddings respectively provided by the machine-
learned deep neural network for the plurality of por-
tions of the input text; and

merging, by the one or more computing devices, the
sequence of structural features with the sequence of
musical embeddings in an interleaving fashion to form
a merged sequence of features;

wherein inputting, by the one or more computing devices,
the sequence of structural features into the machine-
learned audio generation model comprises inputting, by

Jul. 5, 2018

the one or more computing devices, the merged
sequence of features into the machine-learned audio
generation model; and

wherein receiving, by the one or more computing devices,

the data descriptive of the musical composition gener-
ated by the machine-learned audio generation model
based at least in part on the sequence of structural
features comprises receiving, by the one or more com-
puting devices, the data descriptive of the musical
composition generated by the machine-learned audio
generation model based at least in part on the merged
sequence of features.

12. The computer-implemented method of claim 10,
wherein receiving, by the one or more computing devices, a
sequence of structural features as an output of the feature
extractor comprises receiving, by the one or more comput-
ing devices, a sequence of mood features as an output of the
feature extractor, each mood feature in the sequence of mood
features descriptive of a mood associated with a respective
one of the plurality of portions of the input text.

13. The computer-implemented method of claim 10,
wherein receiving, by the one or more computing devices, a
sequence of structural features as an output of the feature
extractor comprises receiving, by the one or more comput-
ing devices, a sequence of subject matter features as an
output of the feature extractor, each subject matter feature in
the sequence of subject matter features descriptive of a
subject associated with a respective one of the plurality of
portions of the input text.

14. The computer-implemented method of claim 10,
wherein receiving, by the one or more computing devices, a
sequence of structural features as an output of the feature
extractor comprises receiving, by the one or more comput-
ing devices, a rhyme scheme as an output of the feature
extractor, the thyme scheme indicative of a respective rhyme
associated with each portion of the input text.

15. The computer-implemented method of claim 10,
wherein obtaining, by the one or more computing devices,
the input text that comprises the plurality of portions com-
prises obtaining, by the one or more computing devices, a
textual conversation from a messaging application, the tex-
tual conversation including a plurality of messages that
correspond to the plurality of portions.

16. The computer-implemented method of claim 10,
wherein obtaining, by the one or more computing device, the
input text that comprises the plurality of portions comprises
obtaining, by the one or more computing devices, a social
media text, the social media text including a plurality of
social media postings that correspond to the plurality of
portions.

17. One or more tangible, non-transitory computer-read-
able media that store instructions that, when executed by one
or more processors, cause a computing system to:

obtain an input text that comprises a plurality of portions;

generate a sequence of features for the poem, wherein the

sequence of features comprises a plurality of feature
groups that respectively correspond to the plurality of
portions of the input text;

input the sequence of features into a machine-learned

audio generation model; and

receive data descriptive of a musical composition as an

output of the machine-learned audio generation model.

18. The one or more tangible, non-transitory computer-
readable media of claim 17, wherein the input text comprises
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a poem that includes a plurality of lines, the plurality of lines
corresponding to the plurality of portions, and wherein the
feature group for each line includes a rhyme feature that
describes a contribution of such line to a rhyme scheme.

19. The one or more tangible, non-transitory computer-
readable media of claim 17, wherein the feature group for
each portion includes a musical embedding feature obtained
by inputting such portion into a machine-learned embedding
neural network model.

20. The one or more tangible, non-transitory computer-
readable media of claim 17, wherein the machine-learned
audio generation model comprises a machine-learned gen-
erative adversarial network.
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