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(57) ABSTRACT

A method disclosed herein for allows users to avoid such
undesirable encounters by determining whether an undesir-
able contact of the user has opted for sharing location
information, in response to determining that the undesirable
contact has opted for sharing location information, collect-
ing location signal from the undesirable contact, forecasting
anticipated locations of the undesirable contact over a period
based on the location signal of the undesirable contact,
forecasting anticipated locations of the user over the period,
determining potential of encounter between the user and the
undesirable contact based on analysis of anticipated loca-
tions of the user and the anticipated locations of the unde-
sirable contact over the period, generating an undesirable
contact avoidance scheme based on the potential of encoun-
ter, and optionally notifying the user of the undesirable
contact avoidance scheme.
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UNDESIRABLE ENCOUNTER AVOIDANCE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation application of
and claims benefit of U.S. Non-Provisional application Ser.
No. 15/623,155 entitled “UNDESIRABLE ENCOUNTER
AVOIDANCE” and filed on Jun. 14, 2017 which is incor-
porated herein by reference in its entirety.

BACKGROUND

[0002] Intoday’s increasingly connected world, a person’s
current location at is widely shared by various mobile apps
and devices. As a result, a person’s current location may be
easily available to other users, including other users that are
in the social network of the person. While such capability to
share current location may be generally looked upon as
beneficial, it also presents opportunity for other users to run
into planned or unplanned encounters with a person, even
when that person is not interested in such encounters or
when that person is trying to actively avoid certain other
users.

SUMMARY

[0003] Implementations described herein disclose a
method of avoiding undesirable encounters with other
people by determining whether an undesirable contact of the
user has opted for sharing location information, in response
to determining that the undesirable contact has opted for
sharing location information, collecting a location signal
from the undesirable contact, forecasting anticipated loca-
tions of the undesirable contact over a period based on the
location signal of the undesirable contact, forecasting antici-
pated locations of the user over the period, determining a
potential of encounter between the user and the undesirable
contact based on analysis of anticipated locations of the user
and the anticipated locations of the undesirable contact over
the period, generating an undesirable contact avoidance
scheme based on the potential of encounter, and optionally
notifying the user of the undesirable contact avoidance
scheme.

[0004] This Summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter.

[0005] Other implementations are also described and
recited herein.

BRIEF DESCRIPTIONS OF THE DRAWINGS

[0006] A further understanding of the nature and advan-
tages of the present technology may be realized by reference
to the figures, which are described in the remaining portion
of the specification. In the figures, like reference numerals
are used throughout several figures to refer to similar
components.

[0007] FIG. 1 illustrates an example implementation of a
system that allows users to avoid undesirable encounters.
[0008] FIG. 2 illustrates example operations that allows
users to avoid undesirable encounters.
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[0009] FIG. 3 illustrates example operations to initiate a
user’s participation in an undesirable encounter avoidance
system.

[0010] FIG. 4 illustrates alternative example operations to
generate various undesirable encounter avoidance schemes.
[0011] FIG. 5 illustrates an example computing system
that may be useful in implementing the described technol-
ogy for undesirable encounter avoidance system.

[0012] FIG. 6 illustrates an example mobile device that
may be useful in implementing the described technology for
undesirable encounter avoidance system.

DETAILED DESCRIPTIONS

[0013] The advances in the telecommunication, comput-
ing, and wireless technologies have resulted in capabilities
for users to interact with other people using a large number
of applications. Specifically, the advances in the mobile
device technologies such as wireless networks and global
positioning system (GPS) networks results in users being
able to determine location of other people such as their
friends and families. For example, smartphone apps allow
users to find out if a friend or a family member is at a given
location of interest such as a restaurant or within a certain
range of the user.

[0014] For example, a user Alice using a smartphone can
determine if any of her friends Bart, Chris, Doug, and Emily
are within a mile from Alice’s current location. Alterna-
tively, if Alice is going to a café called Coffee Palace, she
can find out if any of Bart, Chris, Doug, and Emily are at the
Coffee Palace. Furthermore, Alice may also be able to find
out if any of Bart, Chris, Doug, and Emily have any plans
to go to the Coffee Palace in next few hours or so. Such
information about the current or future locations may be
gathered based on the GPS system communicating with the
mobile devices of these friends or based on analysis of
various personal graphs of these friends, such as personal
graphs generated based on their social network postings,
their calendars, etc.

[0015] Such capability to determine potential location of
the friends may be very useful for Alice if she is interested
in seeing any of Bart, Chris, Doug, and Emily. However,
there may be situations where Alice is not interested in
meeting one of them. For example, Alice may have recently
ended a bad breakup with Bart, in which case Alice may be
interested in avoiding any potential encounter with Bart.
One way for Alice to accomplish this may be constantly
monitor any available information about Bart. However,
Alice may not have access to all such information, especially
when Alice and Bart may be not connected by any network
subsequent to the breakup. Alternatively, Alice may simply
walk away when she spots Bart. However, in such a case
Bart may still notice Alice and may try to approach her,
making up an odd encounter. The system disclosed herein
provides various implementations that allow Alice to avoid
such undesirable encounters with Bart, or any other people.
[0016] Specifically, the system for avoiding undesirable
encounters with other people disclosed herein allows any
user, such as Alice, to avoid such undesirable encounters by
determining whether an undesirable contact of the user has
opted for sharing location information, in response to deter-
mining that the undesirable contact has opted for sharing
location information, collecting location signal from the
undesirable contact, forecasting anticipated locations of the
undesirable contact over a period based on the location
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signal of the undesirable contact, forecasting anticipated
locations of the user over the period, determining potential
of encounter between the user and the undesirable contact
based on analysis of anticipated locations of the user and the
anticipated locations of the undesirable contact over the
period, generating an undesirable contact avoidance scheme
based on the potential of encounter, and notifying the user of
the undesirable contact avoidance scheme.

[0017] FIG. 1 illustrates an example implementation of an
undesirable encounter avoidance (UEA) system 100 that
allows a user to avoid running into various selected people
that the user is trying to avoid without compromising the
privacy of the user or such other people. For example, by
using the UEA system 100, Alice can avoid running into
Bart, or any other persons. Specifically, in one implemen-
tation, the UEA system 100 allows Alice to avoid running
into Bart if Bart has consented to participate in use of the
UEA system 100. In yet alternative implementation, the
UEA system 100 allows Alice to avoid running into Bart
without knowing the location of Bart.

[0018] The UEA system 100 includes a UEA server 102
that is configured to communicate with various information
sources, users, and other components via a network 104. For
example, such network 104 may be the Internet. One such
source of information may be a social network server 106
that manages one or more social networks. Note that while
only one social network server 106 is illustrated in FIG. 1,
alternative implementations may include a large number of
social networks that the UEA server 102 communicates to
gather information about users. For example, such social
networks may include social networks that allow users to
connect with their friends and family, a social network that
allows users to network with their professional network, a
social network for posting locations, photographs, etc. In
one implementation, the UEA server 102 collects informa-
tion about various people that the user may be interested in
avoiding.

[0019] The UEA application server 102 also interacts with
a mapping server 108 that provides mapping information,
such as city maps, locations of restaurants, locations of
various users. FIG. 1 illustrates such a map segment 150
including locations of various users and locations. A GPS
satellite 110 may provide GPS data to various applications
and the users. A traffic analysis API 112 may interact with
the mapping server 108, the satellite 110, and various other
data sources to determine traffic information in various
different locations on the map segment 150 presented by the
mapping server.

[0020] Specifically, the map segment 130 may be disclos-
ing location of Alice, who is traveling using the vehicle 132
to the Coffee Palace 136. The UEA system 100 may deter-
mine that Bart is at the Coffee Palace 136 or is going to be
at the Coffee Palace 136 in the near future, based on data
collected from Bart’s mobile phone 134. In such a case, the
UEA system 100 may find an alternate Café, such as the
Donut Palace 136a and recommend Alice to go to the Donut
Palace 136a instead of the Coffee Palace 136. If Alice
approves such alternative destination, the UEA system 100
may suggest a route 138 to Alice to go to the Donut Palace
136a. However, if the UEA system 100 determines that
another user, say Doug 140 is near the route 138 and if Alice
has also requested to avoid Doug, who is using a tablet 140,
the UEA system 100 suggests yet alternate route 138a to
Alice to go to the Donut Palace 1364. The UEA system 100
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provides these and other capabilities to Alice and other users
using one or more of the modules on the UEA server 102 as
discussed below.

[0021] The UEA server 102 includes a signal collection
module 114 that collects various information about users.
For example, such information includes user location infor-
mation collected from signal gathering components 126 on
user devices, such as Bart’s mobile phone 134, Doug’s tablet
140. The signal gathering components 126 may verify if the
user has consented to participate in the UEA system 100 and
if the user has consented to share its location information
with the UEA server 102. Upon determining such partici-
pation and consent, the signal gathering components 126
may upload location information to the signal gathering
module 114.

[0022] In one implementation, the frequency at which the
signal gathering components 126 uploads the location infor-
mation to the signal gathering module 114 may depend upon
user input, the available battery power on the user device,
the location of the user with respect to other people—
specifically the people that the user is trying to void, the
direction and/or the speed of the user, etc. For example, for
Alice travelling using the vehicle 132, when she gets close
to Bart at the Coffee Palace 136, the signal gathering
component 126 may increase the frequency at which it
uploads the location information. In an alternative imple-
mentation, when Alice’s vehicle 132 gets close to Bart, the
UEA system 100 may send a signal to the signal gathering
component 126 on Bart’s mobile phone 136 and as a result,
the signal gathering component 126 on Bart’s mobile phone
136 may also increase the frequency of uploading the
location information to the signal collection module 114.
[0023] The UEA server 102 may also include a location
extrapolation module 116 that uses the location information
collected at the signal collection module 114 to determine
current and potential locations of various participants. In one
implementation, the location extrapolation module 116 may
use the speed at which a user is moving, speeds at which
people that may result in undesirable encounter with the
user, calendars of various users, etc., to extrapolate location
information. For example, if Alice has elected to avoid
encounters with Bart, the location extrapolation module 116
may analyze the calendar information from Bart’s calendar
to see where Bart is supposed to be during various time
periods. If there are multiple people that a user is trying to
avoid, location information about each of these people may
be extrapolated by the location extrapolation module 116.
The time window for which such location information is
extrapolated may be determined based on user input, speed
of user, etc. In one implementation, the location extrapola-
tion module 116 may extrapolate location information for a
given user and each of the people that the given user is trying
to avoid for a period of two hours and updates such two-hour
window for locations at a predetermined frequency of every
ten minutes. For example, if Alice has elected to avoid Bart
and Doug, the location extrapolation module 116 may
extrapolate two-hour location information for each of Alice,
Bart, and Doug and update such two-hour location infor-
mation every ten minutes.

[0024] The UEA server 102 also includes an encounter
avoidance module 118 that analyzes the location information
of various people for various time periods to determine if
any of the people that a user is trying to avoid overlaps with
the user at any location. In the above example where Alice
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is trying to avoid Bart and Doug, the encounter avoidance
module 118 analyzes the two-hour location information for
each of Alice, Bart, and Doug to determine any potential
encounter between Alice and Bart or Alice and Doug. For
example, if at 12:00 Alice’s extrapolated to be at the Coffee
Palace 136 at 12:30 to 13:30 PM, Bart is expected to be at
the Coffee Palace 136 between 12:00 and 1:30, and Doug is
expected to be on the route 138 at 12:15, at 12:00, the
encounter avoidance module 118 may determine to suggest
Alice to go to the Donut Palace 136a using route 138a, so
as to avoid potential encounters with Bart and Doug.
[0025] A user interaction module 120 of the UEA server
102 may work with a UEA app 128 based on the mobile
devices of users to communicate with the user’s. For
example, such UEA app 128 may be installed at the user’s
request on their mobile devices, such Alice’s mobile device
132a, Bart’s mobile phone 134, Doug’s table 140, etc. The
user interaction module 120 may communicate with users to
initiate their participation in the UEA system 100. For
example, after hearing about the availability of the UEA app
128 Alice may install it on her mobile device 132a. After the
installation, using a UEA user interface, Alice may request
that she wants to avoid encounters with Bart and Doug. As
part of these request, Alice may provide some identifying
information about Bart and Doug, such as their mobile
device numbers, their social network identifications, etc.
[0026] Upon receiving the identifying information about
Bart and Doug, the user interaction module 120 communi-
cates with Bart and Doug to request them to join the UEA
system or to simply receive their consent. For example, the
user interaction module 120 may communicate with Bart
and Doug via a text message, via a message on their social
app, an email, etc. As an example, the user interaction
module 120 may send a text message to invite them to
download the UEA app 128 on their mobile device. Alter-
natively, the user interaction module 120 may send them a
text message to inform that a user of the UEA system 100
has requested avoiding encounters with them without giving
them the identity of such user. If any of Bart or Doug gives
such consent, the user interaction module 120 may send a
message to Alice to inform her that at least one person that
she has requested for encounter avoidance has consented to
her request.

[0027] Once Alice’s account is set up to have encounter
avoidance with various users, the user interaction module
120 may also interact with the use, their mobile device, or
one or more applications running on their mobile device to
effectuate such encounter avoidance. For example, if Alice
is using a navigation application on her mobile device 132a,
upon detecting potential encounter with Bart, the user inter-
action module 120 may interact with such navigation appli-
cation to suggest an alternative destination, an alternative
route, etc.

[0028] A privacy management module 122 of the UEA
server 102 manages the privacy of various participants of the
UEA system 100. Specifically, the privacy management
module 122 ensures that location of an individual user not
exposed to other users. Thus, it ensures that the UEA system
100 is not used by any user to locate other users, thus
avoiding the potential of a user stalking or following another
user. In one implementation, to achieve such privacy, the
privacy management module 122 requires that when a user
initiates their participation in the UEA system 100, they
include at least a significant number of individual users that
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they want to avoid within a given geographic region. For
example, when Alice signs up to use the UEA system 100 to
avoid encounters with Bart and Doug, she is required to
identify a significant number of users in the geographic area
where each of Bart and Doug are located so that when Alice
receives a signal about a potential undesired encounter, she
cannot infer the identity of the person related to the potential
undesired encounter. In an alternative implementation, Alice
does not receive any signal about the potential undesired
encounter and she is automatically redirected to alternative
location or route. Furthermore, Alice may be able to set the
UEA system for herself such that she can decide whether she
wants to receive a signal about an undesirable encounter or
whether she would prefer to be automatically redirected
without knowledge about the potential encounters. In an
example implementation, Alice is requested to identify at
least five users.

[0029] In an alternative implementation, the privacy man-
agement module 122 randomly selects a predetermined
number of users to the pool of users avoided so as to ensure
that location of any individual user is not exposed. Thus, if
Alice requests that she wants to avoid Bart and Doug, the
privacy management module 122 randomly selects a few
additional users as well where Alice would also be notified
to avoid encounter with these additional users. For example,
the additional users may be auto-generated fake users and
generate fake encounters. The privacy management module
122 also notifies Alice that she is going to receive notifica-
tions when she is likely to encounter users other than Bart
and Doug as well. As a result, when Alice receives a
notification about a potential encounter she cannot infer for
sure who such potential encounter may be. In one imple-
mentation, the privacy management module 122 includes
such random users such that for any geographical area, there
are at least five users that Alice may be avoiding.

[0030] A database 124 of the UEA server 102 stores
various information about the users, such as user profiles,
user consent data. In one implementation, the database 124
may also store previous usage patterns of the users such as
the users’ acceptance of suggestions for encounter avoid-
ance, etc., to further refine generating the encounter avoid-
ance notifications. For example, if a user is more likely to
reject a suggestion when it adds significant commute time,
the encounter avoidance module 118 may use such prefer-
ence pattern to modify future suggestion generation.

[0031] FIG. 2 illustrates example operations 200 that
allows users to avoid undesirable encounters. Various opera-
tions 200 may be stored on a computer readable memory of
a computing device, such as a cloud based server, and
implemented by a processor. Specifically, the operations 200
provides a user an undesirable encounter avoidance scheme
that would allow the user to avoid an undesirable encounter
with one or more selected users. An operation 202 initiates
auser in a UEA system (such as the UEA system 100 of FIG.
1). For example, the user may be initiated in the UEA system
by installing an app on the user’s mobile device, by regis-
tering the user online, etc. Furthermore, the operation 202
may also receive other information about the user, such as
information from the user’s calendar, the user’s social graph,
the user’s professional graph, etc. An operation 204 receives
a list of other people identified by the user as undesirable
contacts with whom the user would like to avoid undesirable
contacts. The user may identify such undesirable contacts by
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the phone numbers, the email addresses, social network
identifiers, etc., of such undesirable contacts.

[0032] Subsequently, an operation 206 determines
whether an undesirable contact of the user has opted for
sharing location information. For example, if the user, Alice,
has identified Bart as an undesirable contact, the operation
206 determines if Bart has consented to share location
information with the UEA system (such as the UEA system
100 of FIG. 1). Note that the operation 206 may determine
whether Bart has consented to share location information
with the UEA system at a number of different times. For
example, once Alice identifies Bart as an undesirable con-
tact, the UEA system may check to see if Bart has opted into
the UEA system at some prior time. Alternatively, the UEA
system may periodically check to see if Bart has opted into
the UEA system at some later time and in response to Bart’s
opting in, Bart is added as an active undesirable contact for
Alice to effectuate undesirable encounters between Alice
and Bart.

[0033] If the undesirable contact has consented to such
sharing of information, an operation 208 collects location
information from the undesirable contact. While the opera-
tion 208 is illustrated as a single operation, the collecting of
the location information may be repeated at predetermined
intervals. Such collection of the location information from
the undesirable contact may be optimized based on various
parameters such as user device battery life, closeness of the
user with respect to the undesirable contact, etc.

[0034] An operation 210 collects other information about
the undesirable contact, such as calendar information, social
graph, etc. Again, the operation 210 collects such other
information about the undesirable contact only if the unde-
sirable contact has consented to collection of such informa-
tion. An operation 212 forecasts anticipated locations of the
user over a period. For example, the operation 212 may
forecast such anticipated locations over a period of two
hours based on calendar of the user, the location and
direction of the user, social network discussion of the user,
etc.

[0035] An operation 214 forecasts anticipated locations of
various undesirable contacts over the similar time period. In
doing such forecast, the operation 214 may use various
information about such undesirable contact, such as their
current location, their historic locations, their social and
professional graph, their calendar, etc. For example, the
operation 214 may take into consideration that when a user
takes a particular route, it is generally to visit a certain
relative of the user. An operation analyzes the anticipated
locations of the undesirable contacts (determined at opera-
tion 214) in view of the anticipated location of the user (as
determined at operation 212) to determine potential encoun-
ters between the user and one or more of the undesirable
contacts.

[0036] If there is a potential of any undesirable encounter
between the user and at least one of the undesirable contacts,
an operation 218 generates an undesirable contact avoidance
scheme. For example, such an undesirable contact avoidance
scheme may be an alternative destination, an alternative
route, a change in the schedule of the user, etc. An operation
220 notifies the user of undesirable contact avoidance
scheme. In one implementation, such notification may be
direct in form of a text message or a message within a UEA
app on the user’s mobile device. In an alternative imple-
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mentation, such notification may be via another application,
such as a navigation application, a calendar application, etc.
[0037] FIG. 3 illustrates example operations 300 to initiate
a user’s participation in an undesirable encounter avoidance
system. Various operations 300 may be stored on a computer
readable memory of a computing device, such as a cloud
based server, and implemented by a processor. An operation
302 receives a request from a user to participate in the UEA
system. For example, the user may download an app on their
mobile device to initiate such participation. At an operation
304, the UEA app may receive various parameters of the
user in response to downloading of such app. Alternatively,
the UEA app may request information such as the location
of the user and other personal information of the user via a
UEA user interface.

[0038] An operation 306 receives a list of undesirable
contacts from the user. For example, the user may identify
a list of phone numbers from the contact list on the mobile
device, a list of members from her social network, etc., as
undesirable contacts. Furthermore, an operation 306
receives various conditions related to each of the undesirable
contacts. For example, Alice may select to avoid encounters
with Bart when Alice and Chris are together. Alternatively,
Alice may select to avoid Bart only in the evenings and
weekends. Yet alternatively, Alice may select to avoid Doug
in locations that sell alcoholic beverages.

[0039] An operation 310 determines if the user has pro-
vided a significant number of undesirable contacts. Specifi-
cally, the operation 310 determines if the user has provided
significant number of contacts per given geographic region.
This it to ensure the privacy of the undesirable contact. For
example, if Alice gives only Bart as the contact to avoid in
the Herzliya metro area, any time she receives a notification
about a potential undesirable encounter, Alice would be able
to infer that Bart is at the desired location. This would
compromise Bart’s privacy. For example, the threshold
number used by operation 310 may be five contacts per
metro area. The operation 310 may evaluate the number of
contacts at a number of different times, such as upon Alice’s
initiation in the system or on a periodic basis in the future.
For example, when Alice joins the UEA system and iden-
tifies certain undesirable contact, such contact may already
have opted into the UEA system and would count in meeting
the threshold. Alternatively, if such a contact opts into the
system in future, at that point the determination of whether
dummy contacts is required is reevaluated.

[0040] If the number of undesirable contacts is less than
the threshold, an operation 312 notifies the user that the
UEA system will be using dummy contacts as undesirable
contacts. An operation 314 selects such dummy contacts.
Alternatively, such dummy contacts may be randomly
selected from other users with characteristics similar to one
or more of the undesirable contacts identified by the user. As
an example, if Alice has selected Bart as one of the unde-
sirable contacts and Bart is more likely to frequent café s, the
operation 314 selects other users, either from contact list of
Alice or otherwise, where these other users are also likely to
visit Cafés. An operation 320 sends notifications to the
undesirable contacts, those identified by the user and those
randomly selected to receive their consent to be part of the
UEA system.

[0041] FIG. 4 illustrates alternative example operations
400 to generate various undesirable encounter avoidance
schemes. Various operations 400 may be stored on a com-
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puter readable memory of a computing device, such as a
cloud based server, and implemented by a processor. An
operation 402 receives forecasted locations of the user and
the list of undesirable contacts for a given time-period. For
example, forecasted locations over a period of two-hours is
provided. An operation 404 receives location parameters for
various locations identified as potential locations for unde-
sirable encounters between the user and one or more unde-
sirable contacts. Such parameters about the locations may be
the size of the location, crowd size at the location, the
lighting conditions at the location, noise levels at the loca-
tion, etc.

[0042] An operation 406 evaluates the locations where the
user may encounter an undesirable contact in view of these
parameters to determine the potential encounters and their
probabilities. For example, if it is identified that the user may
run into an undesirable contact at a very crowded supermar-
ket with high noise level, the operation 406 may assign a
lower probability that the user will actually run into the
undesirable contact. An operation 408 evaluates the encoun-
ter probability against a threshold to determine if a UEA
scheme is appropriate. Such threshold may be given by the
user. In one implementation, the user may give different
threshold level for different undesirable contacts. For
example, Alice may specity that she does not want to run
into Bart ever, and even if there is only one percent chance
of encounter with Bart, she would rather prefer having an
option for a UEA avoidance scheme. On the other hand,
Alice may be willing to take chance and not change her
itinerary to avoid Doug as long as the probability of such
encounter is less than 25 percent.

[0043] If it is determined that a UEA is desirable, an
operation 410 generates various UEA avoidance schemes.
For example, such schemes may be based on alternative
destination for the user, an alternative route for the user, a
change in scheduled time of visit to the destination, etc. An
operation 412 gives the user an option to provide an input in
selection of the UEA scheme. For example, such input may
be selection of time of visit, selection of route, etc. An
operation 414 revises the UEA scheme based on the input.
An operation 420 selects the appropriate UEA scheme. The
selected UEA scheme may be presented to the user directly
of via another application, such as a calendar, a navigation
application, etc.

[0044] FIG. 5 illustrates an example system 500 that may
be useful in implementing the UEA system disclosed herein.
The example hardware and operating environment of FIG. §
for implementing the described technology includes a com-
puting device, such as a general-purpose computing device
in the form of a computer 20, a mobile telephone, a personal
data assistant (PDA), a tablet, smart watch, gaming remote,
or other type of computing device. In the implementation of
FIG. 5, for example, the computer 20 includes a processing
unit 21, a system memory 22, and a system bus 23 that
operatively couples various system components including
the system memory to the processing unit 21. There may be
only one or there may be more than one processing unit 21,
such that the processor of a computer 20 includes a single
central-processing unit (CPU), or a plurality of processing
units, commonly referred to as a parallel processing envi-
ronment. The computer 20 may be a conventional computer,
a distributed computer, or any other type of computer; the
implementations are not so limited.
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[0045] In the example implementation of the computing
system 500, the computer 20 also includes an UEA module
550 providing one or more functions of the UEA operations
disclosed herein. The system bus 23 may be any of several
types of bus structures including a memory bus or memory
controller, a peripheral bus, a switched fabric, point-to-point
connections, and a local bus using any of a variety of bus
architectures. The system memory may also be referred to as
simply the memory, and includes read-only memory (ROM)
24 and random access memory (RAM) 25. A basic input/
output system (BIOS) 26, containing the basic routines that
help to transfer information between elements within the
computer 20, such as during start-up, is stored in ROM 24.
The computer 20 further includes a hard disk drive 27 for
reading from and writing to a hard disk, not shown, a
magnetic disk drive 28 for reading from or writing to a
removable magnetic disk 29, and an optical disk drive 30 for
reading from or writing to a removable optical disk 31 such
as a CD ROM, DVD, or other optical media.

[0046] The computer 20 may be used to implement a
signal sampling module configured to generate sampled
signals based on the reflected modulated signal 72 as illus-
trated in FIG. 1. In one implementation, a frequency
unwrapping module including instructions to unwrap fre-
quencies based on the sampled reflected modulations signals
may be stored in memory of the computer 20, such as the
read-only memory (ROM) 24 and random access memory
(RAM) 25, etc.

[0047] Furthermore, instructions stored on the memory of
the computer 20 may be used by a system for delivering
personalized user experience. Similarly, instructions stored
on the memory of the computer 20 may also be used to
implement one or more operations of a personalized user
experience delivery system disclosed herein.

[0048] The hard disk drive 27, magnetic disk drive 28, and
optical disk drive 30 are connected to the system bus 23 by
a hard disk drive interface 32, a magnetic disk drive inter-
face 33, and an optical disk drive interface 34, respectively.
The drives and their associated tangible computer-readable
media provide nonvolatile storage of computer-readable
instructions, data structures, program modules and other
data for the computer 20. It should be appreciated by those
skilled in the art that any type of tangible computer-readable
media may be used in the example operating environment.

[0049] A number of program modules may be stored on
the hard disk, magnetic disk 29, optical disk 31, ROM 24, or
RAM 25, including an operating system 35, one or more
application programs 36, other program modules 37, and
program data 38. A user may generate reminders on the
personal computer 20 through input devices such as a
keyboard 40 and pointing device 42. Other input devices
(not shown) may include a microphone (e.g., for voice
input), a camera (e.g., for a natural user interface (NUI)), a
joystick, a game pad, a satellite dish, a scanner, or the like.
These and other input devices are often connected to the
processing unit 21 through a serial port interface 46 that is
coupled to the system bus, but may be connected by other
interfaces, such as a parallel port, game port, or a universal
serial bus (USB). A monitor 47 or other type of display
device is also connected to the system bus 23 via an
interface, such as a video adapter 48. In addition to the
monitor, computers typically include other peripheral output
devices (not shown), such as speakers and printers.
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[0050] The computer 20 may operate in a networked
environment using logical connections to one or more
remote computers, such as remote computer 49. These
logical connections are achieved by a communication device
coupled to or a part of the computer 20; the implementations
are not limited to a particular type of communications
device. The remote computer 49 may be another computer,
a server, a router, a network PC, a client, a peer device or
other common network node, and typically includes many or
all of the elements described above relative to the computer
20. The logical connections depicted in FIG. 5 include a
local-area network (LAN) 51 and a wide-area network
(WAN) 52. Such networking environments are common-
place in office networks, enterprise-wide computer net-
works, intranets and the Internet, which are all types of
networks.

[0051] When used in a LAN-networking environment, the
computer 20 is connected to the local area network 51
through a network interface or adapter 53, which is one type
of communications device. When used in a WAN-network-
ing environment, the computer 20 typically includes a
modem 54, a network adapter, a type of communications
device, or any other type of communications device for
establishing communications over the wide area network 52.
The modem 54, which may be internal or external, is
connected to the system bus 23 via the serial port interface
46. In a networked environment, program engines depicted
relative to the personal computer 20, or portions thereof,
may be stored in the remote memory storage device. It is
appreciated that the network connections shown are example
and other means of communications devices for establishing
a communications link between the computers may be used.

[0052] In an example implementation, software or firm-
ware instructions for requesting, processing, and rendering
mapping data may be stored in system memory 22 and/or
storage devices 29 or 31 and processed by the processing
unit 21. Mapping data and/or layer prioritization scheme
data may be stored in system memory 22 and/or storage
devices 29 or 31 as persistent data-stores. A UEA module
550 communicatively connected with the processing unit 21
and the memory 22 may enable one or more of the capa-
bilities of the personalized UEA system disclosed herein.

[0053] In contrast to tangible computer-readable storage
media, intangible computer-readable communication signals
may embody computer readable instructions, data struc-
tures, program modules or other data resident in a modulated
data signal, such as a carrier wave or other signal transport
mechanism. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal. By way of example, and not limitation, intangible
communication signals include wired media such as a wired
network or direct-wired connection, and wireless media
such as acoustic, RF, infrared and other wireless media.

[0054] FIG. 6 illustrates another example system (labeled
as a mobile device 600) that may be useful in implementing
the described technology. The mobile device 600 includes a
processor 602, a memory 604, a display 606 (e.g., a touch-
screen display), and other interfaces 608 (e.g., a keyboard).
The memory 604 generally includes both volatile memory
(e.g., RAM) and non-volatile memory (e.g., flash memory).
An operating system 610, such as the Microsoft Windows®
Phone operating system, resides in the memory 604 and is
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executed by the processor 602, although it should be under-
stood that other operating systems may be employed.

[0055] One or more application programs 612 are loaded
in the memory 604 and executed on the operating system
610 by the processor 602. Examples of applications 612
include without limitation email programs, scheduling pro-
grams, personal information managers, Internet browsing
programs, multimedia player applications, etc. A notification
manager 614 is also loaded in the memory 604 and is
executed by the processor 602 to present notifications to the
user. For example, when a promotion is triggered and
presented to the shopper, the notification manager 614 can
cause the mobile device 600 to beep or vibrate (via the
vibration device 618) and display the promotion on the
display 606.

[0056] The mobile device 600 includes a power supply
616, which is powered by one or more batteries or other
power sources and which provides power to other compo-
nents of the mobile device 600. The power supply 616 may
also be connected to an external power source that overrides
or recharges the built-in batteries or other power sources.

[0057] The mobile device 600 includes one or more com-
munication transceivers 630 to provide network connectiv-
ity (e.g., mobile phone network, Wi-Fi®, BlueTooth®, etc.).
The mobile device 600 also includes various other compo-
nents, such as a positioning system 620 (e.g., a global
positioning satellite transceiver), one or more accelerom-
eters 622, one or more cameras 624, an audio interface 626
(e.g., a microphone, an audio amplifier and speaker and/or
audio jack), and additional storage 628. Other configurations
may also be employed.

[0058] In an example implementation, a mobile operating
system, various applications, and other modules and services
may be embodied by instructions stored in memory 604
and/or storage devices 628 and processed by the processing
unit 602. User preferences, service options, and other data
may be stored in memory 604 and/or storage devices 628 as
persistent datastores. A UEA module 650 communicatively
connected with the processor 602 and the memory 604 may
enable one or more of the capabilities of the UEA system
disclosed herein.

[0059] The UEA system disclosed herein provides solu-
tion to a technological problem necessitated by allowing
users to avoid running into other undesirable contacts using
location information of the users and the undesirable con-
tacts and by generating UEA schemes based on projected
locations of the users and the undesirable contacts.

[0060] A method disclosed herein for allows users to avoid
such undesirable encounters by determining whether an
undesirable contact of the user has opted for sharing location
information, in response to determining that the undesirable
contact has opted for sharing location information, collect-
ing location signal from the undesirable contact, forecasting
anticipated locations of the undesirable contact over a period
based on the location signal of the undesirable contact,
forecasting anticipated locations of the user over the period,
determining potential of encounter between the user and the
undesirable contact based on analysis of anticipated loca-
tions of the user and the anticipated locations of the unde-
sirable contact over the period, generating an undesirable
contact avoidance scheme based on the potential of encoun-
ter, and optionally notifying the user of the undesirable
contact avoidance scheme.
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[0061] Inone implementation of the method, notifying the
user of the undesirable contact avoidance scheme further
comprising notifying the user of the undesirable contact
avoidance scheme without disclosing an identity of the
undesirable contact. In another implementation, collecting
the location signal of the user further includes collecting the
location signal based on GPS of a mobile device of the user
and collecting the location signal of the undesirable contact
further includes collecting the location signal based on GPS
of'a mobile device of the undesirable contact. Alternatively,
forecasting anticipated locations of the user over the period
further includes forecasting anticipated locations of the user
over the period based on a location signal collected from the
user’s mobile device.

[0062] An implementation of the method to avoid such
undesirable encounters further includes determining that the
user has provided at least a predetermined number of
contacts within a geographic region of the undesirable
contact before collecting location signal from the undesir-
able contact. Another implementation of the method further
includes determining that the user has not provided at least
a predetermined number of contacts within a geographic
region of the undesirable contact and in response to the
determination generating a plurality of dummy contacts.
Alternatively, determining potential of encounter between
the user and the undesirable contact further includes evalu-
ating one or more location parameters of an anticipated
encounter location to determine probability of encounter at
the anticipated encounter location. Yet alternatively, unde-
sirable encounter avoidance scheme is based on at least one
of an alternative destination for the user, an alternative route
for the user, and an alternative schedule for the user. In one
implementation, notifying the user of the undesirable
encounter avoidance scheme further includes notifying a
navigation application on a mobile device of the user to alter
navigation route.

[0063] A physical article of manufacture including one or
more tangible computer-readable storage media, encoding
computer-executable instructions for executing on a com-
puter system a computer process, the computer process
includes in response to determining that an undesirable
contact has opted for sharing location information, collect-
ing location signal from the undesirable contact, forecasting
anticipated locations of the user over a period, forecasting
anticipated locations of the undesirable contact over the
period based on the location signal of the undesirable
contact, determining potential of encounter between the user
and the undesirable contact based on analysis of anticipated
locations of the user and the anticipated locations of the
undesirable contact over the period, and generating an
undesirable encounter avoidance scheme based on the
potential of encounter. In one implementation, the computer
process further comprising notifying a navigation app of the
user’s mobile device of the undesirable encounter avoidance
scheme.

[0064] In an alternative implementation, the computer
process of generating an undesirable encounter avoidance
scheme based on the potential of encounter further compris-
ing generating an undesirable encounter avoidance scheme
based on an alternative destination for the user. Yet alterna-
tively, the computer process of generating an undesirable
encounter avoidance scheme based on the potential of
encounter further comprising generating an undesirable
encounter avoidance scheme based on an alternative navi-
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gation route for the user. In another implementation, the
computer process of generating an undesirable encounter
avoidance scheme based on the potential of encounter
further comprising generating an undesirable encounter
avoidance scheme based on an alternative schedule for the
user. Yet alternatively, the computer process further com-
prising determining that the user has not provided at least a
predetermined number of contacts within a geographic
region of the undesirable contact and in response to the
determination generating a plurality of dummy contacts.
[0065] In an implementation of the physical article of
manufacture, the computer process of wherein notifying the
user of the undesirable contact avoidance scheme further
comprising notifying the user of the undesirable contact
avoidance scheme without disclosing an identity of the
undesirable contact. Alternatively, the computer process
further comprising determining that the user has provided at
least a predetermined number of contacts within a geo-
graphic region of the undesirable contact before collecting
location signal from the undesirable contact.
[0066] A system for delivering personalized user experi-
ence includes a memory, one or more processor units, a
signal collection module stored in the memory and execut-
able by the one or more processor units, the signal collection
module configured to collect location signals from a user
and a plurality of undesirable contacts, a location extrapo-
lation module configured to determine locations of the user
and the plurality of undesirable contacts over a predeter-
mined time period, and an encounter avoidance module
configured determine potential of encounter between the
user and the undesirable contact based on analysis of antici-
pated locations of the user and the anticipated locations of
the undesirable contact over the period and generate an
undesirable encounter avoidance scheme based on the
potential of encounter. An implementation of the system
further includes a user interaction module configured to
interact a navigation app of the user’s mobile device of the
undesirable encounter avoidance scheme. Another imple-
mentation of the system includes a privacy management
module configured to determine that the user has not pro-
vided at least a predetermined number of contacts within a
geographic region of the undesirable contact and in response
to the determination generating a plurality of dummy con-
tacts.
[0067] The above specification, examples, and data pro-
vide a complete description of the structure and use of
exemplary embodiments of the invention. Since many
implementations of the invention can be made without
departing from the spirit and scope of the invention, the
invention resides in the claims hereinafter appended. Fur-
thermore, structural features of the different embodiments
may be combined in yet another implementation without
departing from the recited claims.
What is claimed is:
1. A method of allowing a user to avoid unwanted
encounters, the method comprising:
determining whether an undesirable contact of the user
has opted for sharing location information;
in response to determining that the undesirable contact
has opted for sharing location information, collecting a
location information about the undesirable contact
based on social network postings of the undesirable
contact;
forecasting anticipated locations of the user over a period;



US 2019/0028841 Al

forecasting anticipated locations of the undesirable con-
tact over the period based on the location information
of the undesirable contact; and

generating an undesirable encounter avoidance scheme

based on analysis of the anticipated locations of the
user and the anticipated locations of the undesirable
contact over the period.

2. The method of claim 1, further comprising notifying the
user of the undesirable encounter avoidance scheme,
wherein notifying the user of the undesirable contact avoid-
ance scheme further comprising notifying the user of the
undesirable contact avoidance scheme without disclosing an
identity of the undesirable contact.

3. The method of claim 1, wherein collecting the location
information of the user further comprises collecting the
location information based on GPS of a mobile device of the
user and collecting the location information of the undesir-
able contact further comprises collecting the location infor-
mation based on GPS of a mobile device of the undesirable
contact.

4. The method of claim 3, further comprising determining
a potential of encounter between the user and the undesir-
able contact based on analysis of anticipated locations of the
user and the anticipated locations of the undesirable contact
over the period.

5. The method of claim 1, further comprising receiving
from the user a list of other people identified as undesirable
contacts.

6. The method of claim 1, further comprising receiving
from the user a list of phone numbers identitying undesir-
able contacts.

7. The method of claim 1, further comprising receiving
from the user a list of social network identifiers identifying
undesirable contacts.

8. The method of claim 1, wherein the undesirable
encounter avoidance scheme is based on at least one of an
alternative destination for the user, an alternative route for
the user, and an alternative schedule for the user.

9. The method of claim 2, wherein notifying the user of
the undesirable encounter avoidance scheme further com-
prises notifying a navigation application on a mobile device
of the user to alter navigation route.

10. A physical article of manufacture including one or
more devices encoding computer-executable instructions for
executing on a computer system a computer process, the
computer process comprising:

receiving from the user a phone number identifying an

undesirable contact;

in response to determining that the undesirable contact

has opted for sharing location information, collecting a
location information from the undesirable contact;
forecasting anticipated locations of the user over a period;
forecasting anticipated locations of the undesirable con-
tact over the period based on the location information
of the undesirable contact; and
generating an undesirable encounter avoidance scheme
based on analysis of the anticipated locations of the
user and the anticipated locations of the undesirable
contact over the period.

11. The physical article of manufacture of claim 10,
wherein the computer process further comprising notifying
a navigation app of the user’s mobile device of the unde-
sirable encounter avoidance scheme.
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12. The physical article of manufacture of claim 10,
wherein the computer process of generating an undesirable
encounter avoidance scheme further comprising generating
an undesirable encounter avoidance scheme based on an
alternative destination for the user.
13. The physical article of manufacture of claim 10,
wherein the computer process of generating an undesirable
encounter avoidance scheme further comprising generating
an undesirable encounter avoidance scheme based on an
alternative navigation route for the user.
14. The physical article of manufacture of claim 10,
wherein the computer process of generating an undesirable
encounter avoidance scheme further comprising generating
an undesirable encounter avoidance scheme based on an
alternative schedule for the user.
15. The physical article of manufacture of claim 10,
wherein the computer process of wherein notifying the user
of the undesirable contact avoidance scheme further com-
prising notifying the user of the undesirable contact avoid-
ance scheme without disclosing an identity of the undesir-
able contact.
16. The physical article of manufacture of claim 10,
wherein the computer process further comprising determin-
ing that the user has provided at least a predetermined
number of contacts within a geographic region of the
undesirable contact before collecting the location signal
from the undesirable contact.
17. The physical article of manufacture of claim 10,
wherein the computer process further comprising determin-
ing that the user has not provided at least a predetermined
number of contacts within a geographic region of the
undesirable contact and in response to the determination
generating a plurality of dummy contacts.
18. A system for delivering personalized user experience,
comprising: memory;
one or more processors;
one or more computer-executable instructions stored in
the memory and executable by the one or more pro-
cessors to collect location information from a user;

one or more computer-executable instructions stored in
the memory and executable by the one or more pro-
cessors to determine locations of the user and the
plurality of undesirable contacts over a predetermined
period;

one or more computer-executable instructions stored in

the memory and executable by the one or more pro-
cessors to collect a location information from the
undesirable contact in response to determining that the
undesirable contact has opted for sharing location
information; and

one or more computer-executable instructions stored in

the memory and executable by the one or more pro-
cessors to determine an undesirable encounter avoid-
ance scheme based on analysis of the locations of the
user and the plurality of undesirable contacts over a
predetermined period.

19. The system of claim 18, further comprising one or
more computer-executable instructions stored in the
memory and executable by the one or more processors to
interact with a navigation app of the user’s mobile device
based on the undesirable encounter avoidance scheme.

20. The system of claim 18, further comprising one or
more computer-executable instructions stored in the
memory and executable by the one or more processors to
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determine a potential of encounter between the user and the
undesirable contact based on analysis of anticipated loca-
tions of the user and the anticipated locations of the unde-
sirable contact over the period.
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