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NON-VERBAL ENGAGEMENT OF A
VIRTUAL ASSISTANT

BACKGROUND

[0001] A wvirtual assistant is a software agent that can
perform tasks for an individual. Some examples of virtual
assistants currently on the market include Microsoft Cor-
tana®, Apple Siri®, Google Assistant®, and Amazon
Alexa®. Virtual assistants are most commonly engaged
through text or voice. Today, the predominant means of
activating a virtual assistant via voice is by calling its name
and speaking a command: “Cortana, what is the weather
forecast?” This primary method of activation holds true
when a user is nearby a machine (e.g., in front of a desktop
PC or laptop) or when a user is far away (e.g., addressing a
smart speaker, such as an Amazon Echo®). Requiring
activation of a virtual assistant through the use of attention
words (or “wake words”) can be unnatural and cumbersome,
especially when a user is required to use an attention word
before every dialogue change. In contrast, initiating and
maintaining natural human-to-human conversations, par-
ticularly where multiple individuals are involved, does not
require use of attention words or even audible triggers, but
rather may be initiated and transitioned between the various
individuals through subtle gestures and/or eye gaze data.

[0002] It is with respect to these and other general con-
siderations that example aspects, systems, and methods have
been described. Also, although relatively specific problems
have been discussed, it should be understood that the
examples should not be limited to solving the specific
problems identified in the background.

SUMMARY

[0003] Implementations described and claimed herein
address the foregoing problems by providing systems and
methods for initiating and/or maintaining a conversation
with a virtual assistant through eye-gaze technology and
other non-verbal signals. Eye gaze or eye tracking is a way
of accessing an electronic device or communication aid
using an input device (e.g., mouse) that is controlled by a
user’s eye or eyes. Eye-gaze interaction techniques may
enable users to communicate and interact with electronic
devices without the use of tactile input (e.g., using hands and
fingers for typing or mouse activation) or verbal input (e.g.,
using speech-to-text typing). In aspects, input that is non-
verbal and non-tactile may be referred to herein as “ancillary
input” or “attributes” of eye-gaze data and may include, but
are not limited to, input received based on gaze fixation data,
facial recognition data, motion or gesture detection, gaze
direction data, head-pose or head-position data, and the like.
For example, users with certain motor disabilities may be
able to communicate with eye gaze technology. With regard
to virtual assistants, rather than requiring the use of attention
words to initiate and maintain interaction with the virtual
assistant, the example embodiments disclosed herein use
eye-gaze technology and other non-verbal methods to initi-
ate and maintain interaction. The example embodiments
disclosed herein use a combination of various hardware
devices and machine-learning algorithms to determine when
a virtual assistant should be activated, how long that acti-
vation should be maintained, and when the activation should
cease.
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[0004] In this way, a user is not required to articulate an
attention word or words each time the user desires to initiate
and/or maintain interaction with a virtual assistant. Rather
the user may initiate and/or maintain interaction with a
virtual assistant more naturally and may even include the
virtual assistant in a human conversation with multiple
speakers. In one example aspect, the initiation and mainte-
nance of a conversation with a virtual assistant may be
determined by eye-gaze. If the electronic device in which the
virtual assistant operates (hereinafter “virtual assistant
device”) detects eye-gaze signals from a user, the virtual
assistant may activate and initiate a conversation with the
user. In another example aspect, a user may make a physical
gesture towards the virtual assistant device. The engagement
system may determine that the gesture is an indication that
the user desires to interact with the virtual assistant, and as
such, the virtual assistant may initiate a conversation with
the user. In further example aspects, a user may interact with
the virtual assistant through a combination of both non-
verbal and verbal methods. For example, a user may look at
the virtual assistant device and say, “Hello.” The engage-
ment system may receive both eye-gaze signals, as well as
the verbal signal “Hello,” and determine that the user desires
to interact with the virtual assistant.

[0005] The example embodiments disclosed herein also
utilize machine-learning algorithms to further determine
whether a user desires to interact with the virtual assistant.
For example, a virtual assistant device may be equipped with
at least one camera and/or at least one infrared sensor. The
hardware of the electronic device may be equipped to
receive and process at least one spatial topology. As such,
the virtual assistant engagement systems and methods dis-
closed herein may become more familiar with the physical
surroundings in which the virtual assistant device is located
as the device spends more time in that physical environment.
Furthermore, the machine-learning algorithms may utilize
face recognition technology to collect user-specific data and
adapt to user-specific preferences, actions and/or gestures, to
more accurately determine when a user desires to initiate
and/or maintain interaction with a virtual assistant.

[0006] In an aspect, a processor-implemented method for
engaging a virtual assistant is provided. The method
includes receiving eye-gaze data as input on an electronic
device and processing the eye-gaze data to determine
whether a user’s gaze is directed toward a virtual assistant.
The method further includes analyzing one or more attri-
butes of the eye-gaze data to determine whether the user
intends to engage the virtual assistant and applying addi-
tional processing to verify that the user intends to engage the
virtual assistant. Additionally, the method includes provid-
ing an indication that the virtual assistant is ready to engage
with the user.

[0007] Inanother aspect, a computing device, including at
least one processing unit and at least one memory storing
processor-executable instructions, is provided. When
executed by the at least one processing unit, the processor-
executable instructions cause the computing device to
receive eye-gaze data as input and process the eye-gaze data
to identify at least one location of a user’s gaze on a display
interface of the computing device. Based on the location of
the user’s gaze, the processor-executable instructions cause
the computing device to determine whether the user intends
to engage the virtual assistant and apply additional process-
ing to verify that the user intends to engage the virtual
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assistant. Additionally, the processor-executable instructions
cause the computing device to provide an indication that the
virtual assistant is ready to engage with the user.

[0008] In yet another aspect, a processor-readable storage
medium is provided. The processor-readable storage
medium stores instructions that when executed by one or
more processors of a computing device perform a method
for analyzing eye-gaze input. The method includes receiving
eye-gaze data as input on an electronic device and process-
ing the eye-gaze data to determine at least one direction of
a user’s gaze using at least one machine-learning algorithm.
The method further includes analyzing one or more attri-
butes of the eye-gaze data to determine that the user intends
to engage a virtual assistant and providing an indication that
the virtual assistant is ready to engage with the user.
[0009] This summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1 illustrates an example of a distributed sys-
tem for non-verbally engaging a virtual assistant.

[0011] FIG. 2 is a block diagram illustrating a method for
non-verbally engaging a virtual assistant.

[0012] FIG. 3 is a block diagram illustrating an input
processor.
[0013] FIG. 4 illustrates an example of near-field engage-

ment with a virtual assistant.

[0014] FIG. 5 illustrates an example of an engagement
indication.
[0015] FIG. 6 illustrates an example of a far-field engage-

ment with a virtual assistant.

[0016] FIG. 7A illustrates an example of a non-engaged
virtual assistant.

[0017] FIG. 7B illustrates an example of an engaged
virtual assistant.

[0018] FIG. 8 is a block diagram illustrating example
physical components of a computing device with which
aspects of the disclosure may be practiced.

[0019] FIGS. 9A and 9B are simplified block diagrams of
a mobile computing system in which aspects of the present
disclosure may be practiced.

[0020] FIG. 10 is a simplified block diagram of a distrib-
uted computing system in which aspects of the present
disclosure may be practiced.

[0021] FIG. 11 illustrates a tablet computing device for
executing one or more aspects of the present disclosure.

DETAILED DESCRIPTION

[0022] In the following detailed description, reference is
made to the accompanying drawings that form a part hereof,
and in which are shown by way of illustrations or specific
examples. These aspects may be combined, other aspects
may be utilized, and structural changes may be made with-
out departing from the present disclosure. Example aspects
may be practiced as methods, systems, or devices. Accord-
ingly, example aspects may take the form of a hardware
implementation, a software implementation, or an imple-
mentation combining software and hardware aspects. The
following detailed description is therefore not to be taken in
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a limiting sense, and the scope of the present disclosure is
defined by the appended claims and their equivalents.
[0023] Implementations described and claimed herein
describe example aspects of systems and method for non-
verbally engaging a virtual assistant. In aspects, a virtual
assistant may be engaged through the receipt and processing
of eye gaze data, including, but not limited to, eye fixation
time, eye glint data, pupil dilation and constriction, blink
rates, and corneal reflection, among others. Moreover, atten-
dant or attribute data may be collected or retrieved, in at least
some cases, at the same or similar time as the eye-gaze data
(referred to herein as “attributes” of eye-gaze data). An
“attribute” of eye-gaze data may include but is not limited to
an eye-gaze signal, a physical gesture, a body position, a
head pose (or position), a facial feature, a facial expression,
or any combination thereof. In contrast to eye-gaze data, an
“eye-gaze signal” may refer to referential or statistical data,
such as thousands of pre-sorted images that indicate whether
a person is looking at or away from a device, predefined
gestures, corneal reflection indices associated with gaze
direction or gaze location information, historical data asso-
ciated with a particular user, etc. In still further examples,
contextual data may be collected or retrieved, in at least
some cases, at the same or similar time as the eye-gaze data.
Contextual data may include but is not limited to environ-
mental topology data (e.g., ambient temperature, ambient
light, weather information, indoor vs. outdoor, light signals,
etc.), spatial topology data (e.g., placement of physical
objects, location of walls and other obstructions, distances
between objects, presence or absence of other humans or
animals, spatial locations of other humans or animals, etc.),
temporal data (e.g., time of day, time of year, date, etc.), and
the like.

[0024] In another aspect, a virtual assistant may be
engaged through the additional processing, which may serve
in some cases to verify (e.g., confirm or discount) a virtual
assistant engagement determination. For instance, additional
processing may include but is not limited to the receipt and
processing of contextual data, the application of a machine-
learning algorithm, the determination of an engagement
confidence level, and the like. In yet another aspect, a virtual
assistant may be engaged through a combination of non-
verbal and verbal signals, including, but not limited to,
looking at a virtual assistant device while concurrently
saying, “Hello.” In another example aspect, a virtual assis-
tant may be engaged while a user is not looking at the
device, but is instead pointing towards a location and saying,
“What is that?” Taking into consideration the spatial topol-
ogy of the environment, the virtual assistant may be acti-
vated and provide a response to the user who is pointing. The
systems and methods disclosed herein may utilize natural
language processing concurrently with non-verbal signals to
determine whether a user desires to engage with a virtual
assistant. Additionally, at least one machine-learning algo-
rithm may be employed to more accurately determine
engagement with a virtual assistant.

[0025] FIG. 1 illustrates an example of a distributed sys-
tem for non-verbally engaging a virtual assistant.

[0026] A system implementing a system for non-verbally
engaging a virtual assistant may be executed on electronic
devices including but not limited to client devices such as
mobile phone 102, tablet 104, personal computer 106, and
virtual assistant device 108. The disclosed system may
receive non-verbal input data, including but not limited to,
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eye-gaze data, attributes of eye-gaze data, contextual data,
and the like. Attributes of eye-gaze data may include, but are
not limited to, eye-gaze signals, gestures, head position,
facial features, facial expressions, and the like. Contextual
data may include but is not limited to environmental topol-
ogy data, spatial topology data, temporal data, and the like.
The disclosed system may then process the non-verbal input
locally, remotely, or using a combination of both. During
processing, the disclosed system may rely on local and/or
remote databases to determine whether to engage with a user
and/or to formulate an appropriate response. This may be
accomplished by utilizing local data (e.g., local datasets 110,
112, 114, 116) stored in local databases associated with
client devices 102, 104, 106, 108, and/or remote databases
stored on or associated with servers 118, 120, 122, or a
combination of both.

[0027] For example, mobile phone 102 may utilize local
dataset 110 and access servers 118, 120 and/or 122 via
network(s) 124 to process the non-verbal input data and
determine whether to activate the virtual assistant and pro-
vide a response. In other example aspects, tablet 104 may
utilize local database 112 and network(s) 124 to synchronize
the relevant features extracted from the processed non-
verbal input data, as well as the subsequent determination to
engage response virtual assistant, across client devices and/
or across servers running a system for non-verbal engage-
ment of the virtual assistant. For example, if the initial
non-verbal input is received on tablet 104, the non-verbal
input data and subsequent engagement determination and/or
response determination may be saved locally in database
112, but also shared with client devices 102, 106, 108 and/or
servers 118, 120, 122 via the network(s) 124.

[0028] In another example aspect, virtual assistant device
108 may receive non-verbal input. For example, the virtual
assistant device 108 may receive eye-gaze data from a user.
The at least one eye-gaze data may be processed by virtual
assistant device 108, stored locally in database 116, and/or
shared remotely, via network(s) 124, with other client
devices 102, 104, and 106 and/or servers 118, 120, 122 via
the network(s) 124. Additionally, the virtual assistant device
108 may receive the at least one eye-gaze attribute (e.g.,
eye-gaze signal, physical gesture, facial expression, head
position, etc.) and determine that a user desires to engage
with the virtual assistant. The virtual assistant device 108
may initially provide an incremental response, such as an
indicator light, prompting the user to continue looking at the
device, which may allow the virtual assistant device 108 to
receive additional eye-gaze data and/or perform additional
processing, thereby increasing the system’s confidence that
the user desires to engage with the virtual assistant. After a
certain level of confidence is reached by virtual assistant
device 108, the virtual assistant may provide a verbal
response to the user. To confirm or discount an engagement
determination, additional processing of the input may
include, but is not limited to, determining at least one
confidence level associated with the virtual assistant engage-
ment determination, applying a machine-learning algorithm,
collecting and evaluating contextual data, and the like. Once
the virtual assistant is engaged, the user may proceed to
interact with virtual assistant device 108.

[0029] If, for example, the user leaves the room where
virtual assistant device 108 is located and subsequently
enters another room where personal computer 106 is
located, the virtual assistant dialogue between the user and
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virtual assistant device 108 may continue between the user
and personal computer 106. After entering the room where
personal computer 106 is located, personal computer may
receive input indicating that the user has entered the room
(e.g., through infrared signals, changes in spatial topology,
mobile device signals, and the like). Upon entering the
room, the virtual assistant, via personal computer 106, may
continue engaging the user. In other example aspects, the
virtual assistant may not engage with the user until a
subsequent non-verbal input is received by personal com-
puter 106. For example, upon entering the next room, a user
may look over at personal computer 106, whereby personal
computer 106 may receive at least one eye-gaze signal,
infrared signal, facial recognition indication, and the like,
that may prompt the virtual assistant to continue engaging
the user in conversation. For example, the continuation of
this dialogue may be possible through a distributed system
architecture depicted in FIG. 1. For example, the user input
data and virtual assistant device 108 response data may be
stored in a remote database (e.g., on servers 118, 120, 122).
Personal computer 106 may access that remote database,
download the previously stored user input data and virtual
assistant device 108 response data, and proceed to maintain
the engagement with the user where the prior conversation
between the user and virtual assistant device 108 left off. In
other examples, the user input data and/or response data may
be transmitted directly from the virtual assistant device 108
to the personal computer 106 via network(s) 124 (e.g., in
response to a request by the personal computer 106). As
should be appreciated, the above examples are provided for
purposes of explanation and are not intended to be limiting.
[0030] In other example aspects, the non-verbal virtual
assistant engagement system may be deployed locally. For
instance, if the system servers 118, 120, and 122 are unavail-
able (e.g., due to network 124 being unavailable or other-
wise), the virtual assistant engagement system may still
operate on a client device, such as mobile device 102, tablet
104, computer 106, and/or virtual assistant device 108. In
this case, a subset of the trained dataset applicable to the
client device type (e.g., mobile device, tablet, laptop, per-
sonal computer, virtual assistant device, and the like) and at
least a client version of the machine-learning algorithms
may be locally cached so as to automatically respond to
relevant features extracted from non-verbal input data on the
client device. The system servers 118, 120, and 122 may be
unavailable by user selection (e.g., intentional offline usage)
or for a variety of other reasons, including, but not limited
to, power outages, network failures, operating system fail-
ures, program failures, misconfigurations, hardware deterio-
ration, and the like.

[0031] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 1
are not intended to limit systems 100 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0032] FIG. 2 is a block diagram illustrating a method for
non-verbally engaging a virtual assistant.

[0033] Method 200 may begin with receive input opera-
tion 202. The input received at operation 202 may include,
but is not limited to, eye-gaze data, at least one attribute of
eye-gaze data (e.g., eye-gaze signals, gestures, body move-
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ments, facial recognition data, head position data, facial
expression data, etc.), contextual data (e.g., spatial topology
changes, environmental data, light signals, etc.), speech-
based input, historical input data and/or response data (e.g.,
for the specific user or based on generalized population
data), and the like. In one example aspect, a virtual assistant
device may receive a series of eye-gaze signals from a user.
As used herein, a “virtual assistant device” may refer to a
standalone, special-purpose virtual assistant device (e.g.,
virtual assistant device 108) or a virtual assistant application
executing on a general-purpose electronic device (such as
electronic devices 102, 104, 106). In some aspects, a virtual
assistant device that is a standalone device may be config-
ured to receive “far-field” input data, whereas a virtual
assistant application executing on an electronic device may
be configured to receive “near-field” input data. For
example, a standalone virtual assistant device may be con-
figured with various hardware (such as infrared, face rec-
ognition, eye-gaze or other hardware) that facilitates detec-
tion of input data (e.g., eye-gaze data, attributes of eye-gaze
data, contextual data, etc.) from greater distances to the
device, whereas a virtual assistant application running on an
electronic device may have access to more limited hardware
(e.g., an eye-gaze tracker) for detecting input data (e.g.,
eye-gaze data, attributes of eye-gaze data, contextual data,
etc.) at a closer distance. As should be appreciated, an
electronic device configured with or communicatively
coupled to extended hardware may also be able to detect
input data at greater distances from the electronic device.

[0034] In further examples, “far-field” input may refer to
input data received from a greater distance to an electronic
device and, at least in some aspects, may be more general-
ized input data (e.g., detection of a head position, a general
direction of eye-gaze or a pronounced gesture, but not a
specific eye-gaze location); whereas “near-field” input data
may be more specific or detailed (e.g., detection of specific
eye-gaze locations, or subtle finger gestures). For example,
while near-field input data may include “gaze tracking”
(where the eye tracking hardware is able to detect specific
locations focused on by eye gaze, such as a virtual assistant
icon on a user interface), far-field input data may include
“gaze detection” (where motion detection or facial recogni-
tion hardware is able to detect that the user is looking in the
general direction of a virtual assistant device).

[0035] Insome aspects, the virtual assistant device may be
in a “sleep” (i.e., inactive) mode prior to receiving the
eye-gaze signals. In one example, upon receiving at least
one eye-gaze signal, the virtual assistant device may provide
a response back to the user in the form of an indicator light
or a sound, notifying the user that the virtual assistant device
is prepared to engage with the user. If the user continues to
transmit eye-gaze signals to the virtual assistant device by
looking at the virtual assistant device, the device may
proceed to engage the user in the conversation. In another
example, upon receiving at least one eye-gaze signal, the
virtual assistant device may initiate engagement with the
user (e.g., via a salutation such as, “Hello, how can I help
you?”). In yet another example aspect, the virtual assistant
device may engage a user based on the receipt of a gesture,
such as a wave.

[0036] Inaddition to input data (e.g., eye gaze data, at least
one attribute of the eye-gaze data, etc.), the virtual assistant
device may also receive contextual data (or environmental
topology data) through “additional processing,” including,
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but not limited to, the time of day (e.g., AM or PM), weather
forecast for the surrounding area (e.g., cloudy, sunny, or
otherwise), which room in a house the virtual assistant
device is located, etc. The engagement system may utilize
this data to configure at least one hardware component to
adapt to the environmental context. For instance, the
engagement system may configure a high-resolution infra-
red camera component to account for less lighting because
the current forecast is cloudy. For instance, environmental
topology may include environmental topology receiving
data such as a temperature reading, a weather forecast, an
ambient light reading, and a distance between the user and
the electronic device. In other example aspects, the engage-
ment system may determine which hardware component to
employ to receive subsequent data according to the received
contextual data. For example, the engagement system may
determine that due to the combination of ambient light and
distance of the user from the virtual assistant device,
employing a high resolution still camera device (e.g.,
DSLR) to receive head-position data allows for a more
accurate transmission of input data rather than utilizing a
high-resolution infrared camera component. In other
example aspects, a combination of hardware component
may be employed to receive input data. As should be
appreciated, each detection technology, as implemented by
the various hardware configurations described, may have
associated performance characteristics that are affected by
factors such as distance, weather, ambient lighting, tempera-
ture, or other environmental topologies. In some cases,
engagement detection operations may be adapted automati-
cally based on contextual data, e.g., by employing one
detection method or hardware configuration over another
based on the additional processing of contextual data.

[0037] In further examples, the input data that a virtual
assistant device may receive may consist of previously
stored data that may be transmitted directly from another
client device, e.g., client devices 102, 104, 106, and 108, or
remotely from a database, e.g., stored on servers 118, 120,
and 122. The stored data may consist of user-specific data.
For example, the virtual assistant device may receive a
collection of previously captured images of the user’s face,
head poses and/or body position. In other instances, the
virtual assistant may receive crowd-sourced images reflect-
ing typical facial expressions (e.g., smiling, laughing,
frowning, and the like), head poses (e.g., head back laugh-
ing, head toward chest in sadness or submission, head
angled to one side or another questioning, and the like),
and/or body positions (e.g., upright and confrontational,
slouched and tired or submissive, stiff and uncomfortable,
relaxed and comfortable, and the like). The virtual assistant
device may utilize this collection of images to determine
whether the user is currently looking at the device, which
may indicate that the user wishes to engage with the device.
In other example aspects, the device may receive previously
stored data in the form of natural language (e.g., a textual
transcript, audio file, and the like), which may represent a
prior dialogue between a user and another virtual assistant
device. For instance, as described previously, if a user is
engaging with a virtual assistant on a first electronic device
(e.g., a standalone virtual assistant device) and subsequently
moves to another room and resumes engagement with the
virtual assistant via a second electronic device (e.g., a
personal computer, laptop computer, tablet device, mobile
device, and the like), the second electronic device may






