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NON-VERBAL ENGAGEMENT OF A
VIRTUAL ASSISTANT

BACKGROUND

[0001] A wvirtual assistant is a software agent that can
perform tasks for an individual. Some examples of virtual
assistants currently on the market include Microsoft Cor-
tana®, Apple Siri®, Google Assistant®, and Amazon
Alexa®. Virtual assistants are most commonly engaged
through text or voice. Today, the predominant means of
activating a virtual assistant via voice is by calling its name
and speaking a command: “Cortana, what is the weather
forecast?” This primary method of activation holds true
when a user is nearby a machine (e.g., in front of a desktop
PC or laptop) or when a user is far away (e.g., addressing a
smart speaker, such as an Amazon Echo®). Requiring
activation of a virtual assistant through the use of attention
words (or “wake words”) can be unnatural and cumbersome,
especially when a user is required to use an attention word
before every dialogue change. In contrast, initiating and
maintaining natural human-to-human conversations, par-
ticularly where multiple individuals are involved, does not
require use of attention words or even audible triggers, but
rather may be initiated and transitioned between the various
individuals through subtle gestures and/or eye gaze data.

[0002] It is with respect to these and other general con-
siderations that example aspects, systems, and methods have
been described. Also, although relatively specific problems
have been discussed, it should be understood that the
examples should not be limited to solving the specific
problems identified in the background.

SUMMARY

[0003] Implementations described and claimed herein
address the foregoing problems by providing systems and
methods for initiating and/or maintaining a conversation
with a virtual assistant through eye-gaze technology and
other non-verbal signals. Eye gaze or eye tracking is a way
of accessing an electronic device or communication aid
using an input device (e.g., mouse) that is controlled by a
user’s eye or eyes. Eye-gaze interaction techniques may
enable users to communicate and interact with electronic
devices without the use of tactile input (e.g., using hands and
fingers for typing or mouse activation) or verbal input (e.g.,
using speech-to-text typing). In aspects, input that is non-
verbal and non-tactile may be referred to herein as “ancillary
input” or “attributes” of eye-gaze data and may include, but
are not limited to, input received based on gaze fixation data,
facial recognition data, motion or gesture detection, gaze
direction data, head-pose or head-position data, and the like.
For example, users with certain motor disabilities may be
able to communicate with eye gaze technology. With regard
to virtual assistants, rather than requiring the use of attention
words to initiate and maintain interaction with the virtual
assistant, the example embodiments disclosed herein use
eye-gaze technology and other non-verbal methods to initi-
ate and maintain interaction. The example embodiments
disclosed herein use a combination of various hardware
devices and machine-learning algorithms to determine when
a virtual assistant should be activated, how long that acti-
vation should be maintained, and when the activation should
cease.
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[0004] In this way, a user is not required to articulate an
attention word or words each time the user desires to initiate
and/or maintain interaction with a virtual assistant. Rather
the user may initiate and/or maintain interaction with a
virtual assistant more naturally and may even include the
virtual assistant in a human conversation with multiple
speakers. In one example aspect, the initiation and mainte-
nance of a conversation with a virtual assistant may be
determined by eye-gaze. If the electronic device in which the
virtual assistant operates (hereinafter “virtual assistant
device”) detects eye-gaze signals from a user, the virtual
assistant may activate and initiate a conversation with the
user. In another example aspect, a user may make a physical
gesture towards the virtual assistant device. The engagement
system may determine that the gesture is an indication that
the user desires to interact with the virtual assistant, and as
such, the virtual assistant may initiate a conversation with
the user. In further example aspects, a user may interact with
the virtual assistant through a combination of both non-
verbal and verbal methods. For example, a user may look at
the virtual assistant device and say, “Hello.” The engage-
ment system may receive both eye-gaze signals, as well as
the verbal signal “Hello,” and determine that the user desires
to interact with the virtual assistant.

[0005] The example embodiments disclosed herein also
utilize machine-learning algorithms to further determine
whether a user desires to interact with the virtual assistant.
For example, a virtual assistant device may be equipped with
at least one camera and/or at least one infrared sensor. The
hardware of the electronic device may be equipped to
receive and process at least one spatial topology. As such,
the virtual assistant engagement systems and methods dis-
closed herein may become more familiar with the physical
surroundings in which the virtual assistant device is located
as the device spends more time in that physical environment.
Furthermore, the machine-learning algorithms may utilize
face recognition technology to collect user-specific data and
adapt to user-specific preferences, actions and/or gestures, to
more accurately determine when a user desires to initiate
and/or maintain interaction with a virtual assistant.

[0006] In an aspect, a processor-implemented method for
engaging a virtual assistant is provided. The method
includes receiving eye-gaze data as input on an electronic
device and processing the eye-gaze data to determine
whether a user’s gaze is directed toward a virtual assistant.
The method further includes analyzing one or more attri-
butes of the eye-gaze data to determine whether the user
intends to engage the virtual assistant and applying addi-
tional processing to verify that the user intends to engage the
virtual assistant. Additionally, the method includes provid-
ing an indication that the virtual assistant is ready to engage
with the user.

[0007] Inanother aspect, a computing device, including at
least one processing unit and at least one memory storing
processor-executable instructions, is provided. When
executed by the at least one processing unit, the processor-
executable instructions cause the computing device to
receive eye-gaze data as input and process the eye-gaze data
to identify at least one location of a user’s gaze on a display
interface of the computing device. Based on the location of
the user’s gaze, the processor-executable instructions cause
the computing device to determine whether the user intends
to engage the virtual assistant and apply additional process-
ing to verify that the user intends to engage the virtual
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assistant. Additionally, the processor-executable instructions
cause the computing device to provide an indication that the
virtual assistant is ready to engage with the user.

[0008] In yet another aspect, a processor-readable storage
medium is provided. The processor-readable storage
medium stores instructions that when executed by one or
more processors of a computing device perform a method
for analyzing eye-gaze input. The method includes receiving
eye-gaze data as input on an electronic device and process-
ing the eye-gaze data to determine at least one direction of
a user’s gaze using at least one machine-learning algorithm.
The method further includes analyzing one or more attri-
butes of the eye-gaze data to determine that the user intends
to engage a virtual assistant and providing an indication that
the virtual assistant is ready to engage with the user.
[0009] This summary is provided to introduce a selection
of concepts in a simplified form that are further described
below in the Detailed Description. This summary is not
intended to identify key features or essential features of the
claimed subject matter, nor is it intended to be used to limit
the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] FIG. 1 illustrates an example of a distributed sys-
tem for non-verbally engaging a virtual assistant.

[0011] FIG. 2 is a block diagram illustrating a method for
non-verbally engaging a virtual assistant.

[0012] FIG. 3 is a block diagram illustrating an input
processor.
[0013] FIG. 4 illustrates an example of near-field engage-

ment with a virtual assistant.

[0014] FIG. 5 illustrates an example of an engagement
indication.
[0015] FIG. 6 illustrates an example of a far-field engage-

ment with a virtual assistant.

[0016] FIG. 7A illustrates an example of a non-engaged
virtual assistant.

[0017] FIG. 7B illustrates an example of an engaged
virtual assistant.

[0018] FIG. 8 is a block diagram illustrating example
physical components of a computing device with which
aspects of the disclosure may be practiced.

[0019] FIGS. 9A and 9B are simplified block diagrams of
a mobile computing system in which aspects of the present
disclosure may be practiced.

[0020] FIG. 10 is a simplified block diagram of a distrib-
uted computing system in which aspects of the present
disclosure may be practiced.

[0021] FIG. 11 illustrates a tablet computing device for
executing one or more aspects of the present disclosure.

DETAILED DESCRIPTION

[0022] In the following detailed description, reference is
made to the accompanying drawings that form a part hereof,
and in which are shown by way of illustrations or specific
examples. These aspects may be combined, other aspects
may be utilized, and structural changes may be made with-
out departing from the present disclosure. Example aspects
may be practiced as methods, systems, or devices. Accord-
ingly, example aspects may take the form of a hardware
implementation, a software implementation, or an imple-
mentation combining software and hardware aspects. The
following detailed description is therefore not to be taken in
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a limiting sense, and the scope of the present disclosure is
defined by the appended claims and their equivalents.
[0023] Implementations described and claimed herein
describe example aspects of systems and method for non-
verbally engaging a virtual assistant. In aspects, a virtual
assistant may be engaged through the receipt and processing
of eye gaze data, including, but not limited to, eye fixation
time, eye glint data, pupil dilation and constriction, blink
rates, and corneal reflection, among others. Moreover, atten-
dant or attribute data may be collected or retrieved, in at least
some cases, at the same or similar time as the eye-gaze data
(referred to herein as “attributes” of eye-gaze data). An
“attribute” of eye-gaze data may include but is not limited to
an eye-gaze signal, a physical gesture, a body position, a
head pose (or position), a facial feature, a facial expression,
or any combination thereof. In contrast to eye-gaze data, an
“eye-gaze signal” may refer to referential or statistical data,
such as thousands of pre-sorted images that indicate whether
a person is looking at or away from a device, predefined
gestures, corneal reflection indices associated with gaze
direction or gaze location information, historical data asso-
ciated with a particular user, etc. In still further examples,
contextual data may be collected or retrieved, in at least
some cases, at the same or similar time as the eye-gaze data.
Contextual data may include but is not limited to environ-
mental topology data (e.g., ambient temperature, ambient
light, weather information, indoor vs. outdoor, light signals,
etc.), spatial topology data (e.g., placement of physical
objects, location of walls and other obstructions, distances
between objects, presence or absence of other humans or
animals, spatial locations of other humans or animals, etc.),
temporal data (e.g., time of day, time of year, date, etc.), and
the like.

[0024] In another aspect, a virtual assistant may be
engaged through the additional processing, which may serve
in some cases to verify (e.g., confirm or discount) a virtual
assistant engagement determination. For instance, additional
processing may include but is not limited to the receipt and
processing of contextual data, the application of a machine-
learning algorithm, the determination of an engagement
confidence level, and the like. In yet another aspect, a virtual
assistant may be engaged through a combination of non-
verbal and verbal signals, including, but not limited to,
looking at a virtual assistant device while concurrently
saying, “Hello.” In another example aspect, a virtual assis-
tant may be engaged while a user is not looking at the
device, but is instead pointing towards a location and saying,
“What is that?” Taking into consideration the spatial topol-
ogy of the environment, the virtual assistant may be acti-
vated and provide a response to the user who is pointing. The
systems and methods disclosed herein may utilize natural
language processing concurrently with non-verbal signals to
determine whether a user desires to engage with a virtual
assistant. Additionally, at least one machine-learning algo-
rithm may be employed to more accurately determine
engagement with a virtual assistant.

[0025] FIG. 1 illustrates an example of a distributed sys-
tem for non-verbally engaging a virtual assistant.

[0026] A system implementing a system for non-verbally
engaging a virtual assistant may be executed on electronic
devices including but not limited to client devices such as
mobile phone 102, tablet 104, personal computer 106, and
virtual assistant device 108. The disclosed system may
receive non-verbal input data, including but not limited to,
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eye-gaze data, attributes of eye-gaze data, contextual data,
and the like. Attributes of eye-gaze data may include, but are
not limited to, eye-gaze signals, gestures, head position,
facial features, facial expressions, and the like. Contextual
data may include but is not limited to environmental topol-
ogy data, spatial topology data, temporal data, and the like.
The disclosed system may then process the non-verbal input
locally, remotely, or using a combination of both. During
processing, the disclosed system may rely on local and/or
remote databases to determine whether to engage with a user
and/or to formulate an appropriate response. This may be
accomplished by utilizing local data (e.g., local datasets 110,
112, 114, 116) stored in local databases associated with
client devices 102, 104, 106, 108, and/or remote databases
stored on or associated with servers 118, 120, 122, or a
combination of both.

[0027] For example, mobile phone 102 may utilize local
dataset 110 and access servers 118, 120 and/or 122 via
network(s) 124 to process the non-verbal input data and
determine whether to activate the virtual assistant and pro-
vide a response. In other example aspects, tablet 104 may
utilize local database 112 and network(s) 124 to synchronize
the relevant features extracted from the processed non-
verbal input data, as well as the subsequent determination to
engage response virtual assistant, across client devices and/
or across servers running a system for non-verbal engage-
ment of the virtual assistant. For example, if the initial
non-verbal input is received on tablet 104, the non-verbal
input data and subsequent engagement determination and/or
response determination may be saved locally in database
112, but also shared with client devices 102, 106, 108 and/or
servers 118, 120, 122 via the network(s) 124.

[0028] In another example aspect, virtual assistant device
108 may receive non-verbal input. For example, the virtual
assistant device 108 may receive eye-gaze data from a user.
The at least one eye-gaze data may be processed by virtual
assistant device 108, stored locally in database 116, and/or
shared remotely, via network(s) 124, with other client
devices 102, 104, and 106 and/or servers 118, 120, 122 via
the network(s) 124. Additionally, the virtual assistant device
108 may receive the at least one eye-gaze attribute (e.g.,
eye-gaze signal, physical gesture, facial expression, head
position, etc.) and determine that a user desires to engage
with the virtual assistant. The virtual assistant device 108
may initially provide an incremental response, such as an
indicator light, prompting the user to continue looking at the
device, which may allow the virtual assistant device 108 to
receive additional eye-gaze data and/or perform additional
processing, thereby increasing the system’s confidence that
the user desires to engage with the virtual assistant. After a
certain level of confidence is reached by virtual assistant
device 108, the virtual assistant may provide a verbal
response to the user. To confirm or discount an engagement
determination, additional processing of the input may
include, but is not limited to, determining at least one
confidence level associated with the virtual assistant engage-
ment determination, applying a machine-learning algorithm,
collecting and evaluating contextual data, and the like. Once
the virtual assistant is engaged, the user may proceed to
interact with virtual assistant device 108.

[0029] If, for example, the user leaves the room where
virtual assistant device 108 is located and subsequently
enters another room where personal computer 106 is
located, the virtual assistant dialogue between the user and
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virtual assistant device 108 may continue between the user
and personal computer 106. After entering the room where
personal computer 106 is located, personal computer may
receive input indicating that the user has entered the room
(e.g., through infrared signals, changes in spatial topology,
mobile device signals, and the like). Upon entering the
room, the virtual assistant, via personal computer 106, may
continue engaging the user. In other example aspects, the
virtual assistant may not engage with the user until a
subsequent non-verbal input is received by personal com-
puter 106. For example, upon entering the next room, a user
may look over at personal computer 106, whereby personal
computer 106 may receive at least one eye-gaze signal,
infrared signal, facial recognition indication, and the like,
that may prompt the virtual assistant to continue engaging
the user in conversation. For example, the continuation of
this dialogue may be possible through a distributed system
architecture depicted in FIG. 1. For example, the user input
data and virtual assistant device 108 response data may be
stored in a remote database (e.g., on servers 118, 120, 122).
Personal computer 106 may access that remote database,
download the previously stored user input data and virtual
assistant device 108 response data, and proceed to maintain
the engagement with the user where the prior conversation
between the user and virtual assistant device 108 left off. In
other examples, the user input data and/or response data may
be transmitted directly from the virtual assistant device 108
to the personal computer 106 via network(s) 124 (e.g., in
response to a request by the personal computer 106). As
should be appreciated, the above examples are provided for
purposes of explanation and are not intended to be limiting.
[0030] In other example aspects, the non-verbal virtual
assistant engagement system may be deployed locally. For
instance, if the system servers 118, 120, and 122 are unavail-
able (e.g., due to network 124 being unavailable or other-
wise), the virtual assistant engagement system may still
operate on a client device, such as mobile device 102, tablet
104, computer 106, and/or virtual assistant device 108. In
this case, a subset of the trained dataset applicable to the
client device type (e.g., mobile device, tablet, laptop, per-
sonal computer, virtual assistant device, and the like) and at
least a client version of the machine-learning algorithms
may be locally cached so as to automatically respond to
relevant features extracted from non-verbal input data on the
client device. The system servers 118, 120, and 122 may be
unavailable by user selection (e.g., intentional offline usage)
or for a variety of other reasons, including, but not limited
to, power outages, network failures, operating system fail-
ures, program failures, misconfigurations, hardware deterio-
ration, and the like.

[0031] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 1
are not intended to limit systems 100 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0032] FIG. 2 is a block diagram illustrating a method for
non-verbally engaging a virtual assistant.

[0033] Method 200 may begin with receive input opera-
tion 202. The input received at operation 202 may include,
but is not limited to, eye-gaze data, at least one attribute of
eye-gaze data (e.g., eye-gaze signals, gestures, body move-
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ments, facial recognition data, head position data, facial
expression data, etc.), contextual data (e.g., spatial topology
changes, environmental data, light signals, etc.), speech-
based input, historical input data and/or response data (e.g.,
for the specific user or based on generalized population
data), and the like. In one example aspect, a virtual assistant
device may receive a series of eye-gaze signals from a user.
As used herein, a “virtual assistant device” may refer to a
standalone, special-purpose virtual assistant device (e.g.,
virtual assistant device 108) or a virtual assistant application
executing on a general-purpose electronic device (such as
electronic devices 102, 104, 106). In some aspects, a virtual
assistant device that is a standalone device may be config-
ured to receive “far-field” input data, whereas a virtual
assistant application executing on an electronic device may
be configured to receive “near-field” input data. For
example, a standalone virtual assistant device may be con-
figured with various hardware (such as infrared, face rec-
ognition, eye-gaze or other hardware) that facilitates detec-
tion of input data (e.g., eye-gaze data, attributes of eye-gaze
data, contextual data, etc.) from greater distances to the
device, whereas a virtual assistant application running on an
electronic device may have access to more limited hardware
(e.g., an eye-gaze tracker) for detecting input data (e.g.,
eye-gaze data, attributes of eye-gaze data, contextual data,
etc.) at a closer distance. As should be appreciated, an
electronic device configured with or communicatively
coupled to extended hardware may also be able to detect
input data at greater distances from the electronic device.

[0034] In further examples, “far-field” input may refer to
input data received from a greater distance to an electronic
device and, at least in some aspects, may be more general-
ized input data (e.g., detection of a head position, a general
direction of eye-gaze or a pronounced gesture, but not a
specific eye-gaze location); whereas “near-field” input data
may be more specific or detailed (e.g., detection of specific
eye-gaze locations, or subtle finger gestures). For example,
while near-field input data may include “gaze tracking”
(where the eye tracking hardware is able to detect specific
locations focused on by eye gaze, such as a virtual assistant
icon on a user interface), far-field input data may include
“gaze detection” (where motion detection or facial recogni-
tion hardware is able to detect that the user is looking in the
general direction of a virtual assistant device).

[0035] Insome aspects, the virtual assistant device may be
in a “sleep” (i.e., inactive) mode prior to receiving the
eye-gaze signals. In one example, upon receiving at least
one eye-gaze signal, the virtual assistant device may provide
a response back to the user in the form of an indicator light
or a sound, notifying the user that the virtual assistant device
is prepared to engage with the user. If the user continues to
transmit eye-gaze signals to the virtual assistant device by
looking at the virtual assistant device, the device may
proceed to engage the user in the conversation. In another
example, upon receiving at least one eye-gaze signal, the
virtual assistant device may initiate engagement with the
user (e.g., via a salutation such as, “Hello, how can I help
you?”). In yet another example aspect, the virtual assistant
device may engage a user based on the receipt of a gesture,
such as a wave.

[0036] Inaddition to input data (e.g., eye gaze data, at least
one attribute of the eye-gaze data, etc.), the virtual assistant
device may also receive contextual data (or environmental
topology data) through “additional processing,” including,
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but not limited to, the time of day (e.g., AM or PM), weather
forecast for the surrounding area (e.g., cloudy, sunny, or
otherwise), which room in a house the virtual assistant
device is located, etc. The engagement system may utilize
this data to configure at least one hardware component to
adapt to the environmental context. For instance, the
engagement system may configure a high-resolution infra-
red camera component to account for less lighting because
the current forecast is cloudy. For instance, environmental
topology may include environmental topology receiving
data such as a temperature reading, a weather forecast, an
ambient light reading, and a distance between the user and
the electronic device. In other example aspects, the engage-
ment system may determine which hardware component to
employ to receive subsequent data according to the received
contextual data. For example, the engagement system may
determine that due to the combination of ambient light and
distance of the user from the virtual assistant device,
employing a high resolution still camera device (e.g.,
DSLR) to receive head-position data allows for a more
accurate transmission of input data rather than utilizing a
high-resolution infrared camera component. In other
example aspects, a combination of hardware component
may be employed to receive input data. As should be
appreciated, each detection technology, as implemented by
the various hardware configurations described, may have
associated performance characteristics that are affected by
factors such as distance, weather, ambient lighting, tempera-
ture, or other environmental topologies. In some cases,
engagement detection operations may be adapted automati-
cally based on contextual data, e.g., by employing one
detection method or hardware configuration over another
based on the additional processing of contextual data.

[0037] In further examples, the input data that a virtual
assistant device may receive may consist of previously
stored data that may be transmitted directly from another
client device, e.g., client devices 102, 104, 106, and 108, or
remotely from a database, e.g., stored on servers 118, 120,
and 122. The stored data may consist of user-specific data.
For example, the virtual assistant device may receive a
collection of previously captured images of the user’s face,
head poses and/or body position. In other instances, the
virtual assistant may receive crowd-sourced images reflect-
ing typical facial expressions (e.g., smiling, laughing,
frowning, and the like), head poses (e.g., head back laugh-
ing, head toward chest in sadness or submission, head
angled to one side or another questioning, and the like),
and/or body positions (e.g., upright and confrontational,
slouched and tired or submissive, stiff and uncomfortable,
relaxed and comfortable, and the like). The virtual assistant
device may utilize this collection of images to determine
whether the user is currently looking at the device, which
may indicate that the user wishes to engage with the device.
In other example aspects, the device may receive previously
stored data in the form of natural language (e.g., a textual
transcript, audio file, and the like), which may represent a
prior dialogue between a user and another virtual assistant
device. For instance, as described previously, if a user is
engaging with a virtual assistant on a first electronic device
(e.g., a standalone virtual assistant device) and subsequently
moves to another room and resumes engagement with the
virtual assistant via a second electronic device (e.g., a
personal computer, laptop computer, tablet device, mobile
device, and the like), the second electronic device may
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receive any data associated with the interaction between the
user and the first electronic device.

[0038] At process input operation 204, the input may be
analyzed to determine at least one response from the virtual
assistant device. For example, the device may receive one or
more eye-gaze signals and locations associated with each of
the one or more eye-gaze signals. If the locations of the
eye-gaze signals are within a specified boundary associated
with the virtual assistant device, the engagement system
may determine that the user desires to engage with the
virtual assistant device. In another example aspect, a virtual
assistant device may receive at least one head-pose (or head
position) location, wherein the head-pose location is within
a certain boundary associated with the device. If, for
example, a user’s head is turned away from the virtual
assistant device, the head-pose input may be processed to
indicate that the user does not wish to engage with the virtual
assistant device. When the user turns to look at the virtual
assistant device, the head-pose input may be processed to
indicate that the user does wish to engage with the virtual
assistant. In some example aspects, a user may briefly turn
away from the virtual assistant device, but the virtual
assistant may remain engaged with the user. For example,
the engagement system may be configured to allow devia-
tions away from the virtual assistant device for a specified
amount of time. In some instances, a virtual assistant device
may be configured to disengage with a user after ten seconds
have elapsed without input indicating that the user desires to
initiate and/or maintain engagement with the virtual assis-
tant. Alternatively, verbal cues may indicate to the virtual
assistant device that the user intends to continue engagement
even when eye gaze or other data is unavailable (e.g., when
the user’s back is turned or the user has left the room). In still
other example aspects, the engagement system may rely on
machine-learning algorithms, which are trained based on
user-specific data, to allow for longer or shorter deviations
depending on a user’s speech patterns, contextual cues, and
body language patterns, among other data.

[0039] In some example aspects, non-verbal input may be
combined with verbal input. The verbal input may be
additionally processed concurrently with the non-verbal
input at process input operation 204. For example, the
processing operation 204 may consist of applying at least
one natural language processing (“NLP”) algorithm to the
input data. For instance, the engagement system may receive
non-verbal cues (e.g., eye-gaze signals, head-pose locations,
gestures, and the like) and at least one verbal cue (e.g.,
greeting, attention word(s), and the like). The NLP algo-
rithm may process the at least one verbal cue, and the
processing results may be used to determine whether the
user desires to engage the virtual assistant device. For
example, a user may appear to be looking in the direction of
the virtual assistant device and may be speaking. When the
virtual assistant device is configured to receive eye-gaze
signals and head-pose locations from the user, the engage-
ment system may receive the eye-gaze signals and head-
pose locations, as well as the verbal output of the user. If the
user speaks an attention word while looking at or in the
direction of the virtual assistant device, the combination
between the non-verbal input and attention word may
increase the confidence of the engagement system that the
user desires to engage with the virtual assistant, and as a
result, may prompt the virtual assistant to provide a response
back to the user. Alternatively, if the user says, “Joe, take a
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look at this,” the NLP algorithm results may indicate to the
engagement system that the user is not intending to engage
the virtual assistant device, despite receipt of the user’s
eye-gaze signals and head-pose locations suggesting that the
user desires to engage the virtual assistant. In some example
aspects, the opposite may be true. A user may articulate the
phrase, “Joe, take a look at this,” but prior conversational
history between the user and the virtual assistant device may
indicate that the user intends to show Joe something asso-
ciated with the virtual assistant device. Hence, the virtual
assistant may remain engaged with the user.

[0040] The natural language processor of process input
operation 204 may compare current verbal input with his-
torical input for semantic and syntactic patterns to more
accurately determine the meaning and intent of the verbal
input. The NLP results may be used in conjunction with the
non-verbal input to determine whether the user desires to
engage with the virtual assistant device. Engaging with the
virtual assistant device may comprise initiating a new con-
versation with the device and/or maintaining a conversation
with the device.

[0041] Process input operation 204 may also be respon-
sible for converting raw input data into machine-readable
data. In some aspects, the machine-readable data may be
stored on a local database, a remote database, or a combi-
nation of both. Process input operation 204 is further
described in FIG. 3 with respect to the input processor.
[0042] Evaluate engagement confidence level operation
206 may receive the processing results from process input
operation 204 and, through additional processing, may
determine a confidence level of engagement between the
user and the virtual assistant device. For example, if the
processing results indicate that a series of eye-gaze signal
were not fixated on the virtual assistant device for a certain
period of time, then the confidence of the engagement
system that the user desires to engage the virtual assistant
may be lower. The confidence level of the engagement
system may consider a fixation threshold in determining the
level of confidence. A fixation threshold may be defined as
a predetermined period of time required to activate the
virtual assistant. Alternatively, if the processed input indi-
cates that that a series of eye-gaze signals were clustered in
a location fixated on the virtual assistant device or on a
particular location of a virtual assistant user interface (e.g.,
executing on a computing device), the confidence of the
engagement system that the user desires to engage the
virtual assistant may be higher. The evaluation operation 206
may also consider other non-verbal input, such as head
position, spatial topology data, environment-specific data,
historical user-specific data, gestures, and the like. Addi-
tionally, the evaluation operation 206 may consider verbal
input, such as spoken input from a user or users. In some
cases, the evaluation operation 206 may concurrently con-
sider both non-verbal and verbal input in evaluating the
confidence level of the engagement system.

[0043] The confidence level of the engagement system
may be based on a threshold. For example, based on a
training set of data, the evaluation operation 206 may return
the processing results as a value that is higher than a
threshold value, which may indicate the user desires to
engage the virtual assistant. Alternatively, the evaluation
operation 206 may return the processing results as a value
that is lower than a threshold value, which may indicate the
user does not desire to engage the virtual assistant. In other
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example aspects, the evaluation operation 206 may refer-
ence at least one machine-learning algorithm to determine a
threshold confidence level for determining whether a user
intends to engage with a virtual assistant. For example, a
user may have placed a virtual assistant device adjacent to
a television screen. The received eye-gaze data (e.g., signal
locations) between the virtual assistant device and the tele-
vision screen may be similar. Over time, as the engagement
system continues to collect data from the user and the
surrounding environment, the engagement system may be
trained to recognize when the user is intending to watch
television and when the user is intending to engage with the
virtual assistant device. As such, the initial confidence level
threshold may be adjusted over time as more data is received
and processed by a machine-learning algorithm or other
processing system operating within the engagement system.

[0044] At determine response operation 208, a response
may be determined by the engagement system. For example,
if the processed results from process input operation 204 and
the confidence level results from evaluation operation 206
indicate that the user desires to engage with the virtual
assistant, then at least one response of engagement may be
determined. For instance, the response may be an indicator
light appearing on the virtual assistant device, indicating to
the user that the virtual assistant detects that the user intends
to engage with the virtual assistant. In other example
aspects, the response may be an indicator sound. If the user
continues to provide input directed to the virtual assistant
device (e.g., eye-gaze signals, head-pose location, gestures,
and the like), then a verbal response directed back to the user
may be generated, e.g., “Hello, how can I help you?” In this
instance, the virtual assistant may be deemed activated and
fully engaged with the user until received input indicates
that the user no longer desires to engage with the virtual
assistant.

[0045] In further example aspects, the determined
response may be a transmission of data from one device to
another device. As discussed previously, a user may be
currently engaged with a virtual assistant device (e.g., vir-
tual assistant device 108) and may subsequently move to
another room out of view from the virtual assistant device.
Upon detecting that the user has exited the room, the virtual
assistant device may transmit the previously stored input
data (including conversational data) to another client device
that may be located in the other room. Upon entering the
other room and looking at the client device (e.g., laptop), the
client device may receive the non-verbal input (e.g., head-
pose, eye-gaze, or otherwise) from the user and may con-
tinue the conversational dialogue. In some example aspects,
when the user enters another room, the engagement system
may be expecting the user to continue the conversational
dialogue with the client device. In this case, the engagement
system may automatically lower the confidence threshold
for engagement between the user and the client device, in
some instances.

[0046] In other example aspects, the determined response
may be to refrain from engaging the user. For instance, the
input received and processed by method 200 may be spo-
radic eye-gaze signals, which may or may not register at a
similar location. The evaluation operation 206 may register
the processed results at a level of confidence for engagement
below the threshold value. As such, the determined response
may be to refrain from engaging with the user, as the input
indicates that the user does not intend to engage with the
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virtual assistant. In some aspects, the input data, the pro-
cessed results and the associated determination to refrain
from engaging the user may be stored in a local or remote
database for training one or more algorithms.

[0047] The determine response operation 208, it may also
be determined whether the user intends to maintain a con-
versation with a virtual assistant device or conclude the
conversation. For instance, a user engaging with a virtual
assistant device and may subsequently turn his or her head
away from the device, such that the eye-gaze signals and/or
head-pose location of the user may indicate that the user
does not want to continue engagement with the virtual
assistant. However, the engagement system may consider
other data besides contemporaneous non-verbal input data
(such as eye-gaze signals or head-pose locations) in evalu-
ating whether the user intends to continue or conclude a
conversation with the virtual assistant device. In one
instance, the engagement system may consider the substance
of the conversational dialogue. If the user was in the middle
of a sentence when the user entered another room or had
previously asked a question and had not yet received a
response from the virtual assistant device, the engagement
system may determine that the user still intends to engage
with the virtual assistant device. In one specific example, a
user may be in the middle of asking a question to the virtual
assistant, but may pause to think about how to phrase the rest
of the question. During this pause, the user may turn away
from the virtual assistant device and make a thinking ges-
ture, e.g., rubbing hand on chin, scratching head, and the
like. The virtual assistant device may receive the thinking
gesture as user input and process that input. The processing
results of the thinking gesture in combination with the NLP
data regarding the conversational substance may cause the
virtual assistant device to determine that the user does not
want to discontinue engagement but needs a moment to
think before continuing a dialogue with the virtual assistant.
As such, the engagement system may automatically allocate
a longer “hold” time before determining that the user no
longer wishes to engage with the virtual assistant.

[0048] At provide response operation 210, the determined
response from operation 208 may be provided. As previ-
ously discussed, the response may be a non-verbal response,
such as the illumination of an indicator light on the virtual
assistant device or the playing of an indicator sound. Other
responses may consist of verbal responses that prompt the
user to engage the virtual assistant in conversation (e.g.,
“Hello, how can I help you?”). Provide response operation
210 may provide a single response to a user while also
providing a response to another electronic device (e.g.,
transmitting input data and/or processing results to another
electronic device running the virtual assistant). As such,
provide response operation 210 may be capable of providing
multiple responses at the same or similar time. In one
example aspect, an indicator light may illuminate and the
virtual assistant may provide a verbal response to the user at
the same or similar time.

[0049] At store input and processing data operation 212,
the input data received and/or the processing results may be
stored locally, remotely, or in a combination of local and
remote databases. The input data and processing results may
be stored for future access by at least one electronic device.
The electronic device may be a client device running a
virtual assistant application (e.g., client devices 102, 104,
106, 108), or the electronic device may be a server running
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a virtual assistant application (e.g., servers 118, 120, 122)
and communicatively coupled to a client device. In some
cases, the stored input data and/or processing results may be
transmitted between different devices within the distributed
network described in FIG. 1. Other devices running a virtual
assistant application may utilize this stored data in deter-
mining how best to respond to certain users and/or environ-
ments. For example, the stored data and processing results
may be utilized by at least one machine-learning algorithm.
The at least one machine-learning algorithm may refer to the
input data and/or processing results and may make updates
accordingly, as described with respect to update algorithm(s)
operation 214. As such, the at least one machine-learning
algorithm associated with the engagement system may
become more familiar with user-specific non-verbal inputs.
For instance, the machine-learning algorithm may utilize
data captured from a high-resolution still camera and com-
pare previous data of classified color eye images with the
currently captured data of classified color eye images. As a
result, the accuracy of classification may increase over time
as more data is stored and processed by the at least one
machine-learning algorithm.

[0050] In aspects, the store input and processing data
operation 212 may occur over multiple operations and may
occur at earlier stages in the method. In one example aspect,
the processing data may be stored immediately after the
process input operation 204. In another example aspect, the
determined response may be saved immediately after the
determine response operation 208. Additionally, the store
input and processing data operation 212 may occur at the
same or similar time as the determine response operation
208 or the provide response operation 210.

[0051] At update algorithm(s) operation 214, the stored
data and processing results are used to update at least one
machine-learning algorithm. The at least one machine-learn-
ing algorithm may be shared across more than one client
device and copied locally, so that the algorithm may operate
during network downtimes. Input received from one client
device may be used to update the at least one machine-
learning algorithm, and the updated algorithm may be
immediately transmitted to another client device (e.g., via
network(s) 124 or via direct transmission via Bluetooth) so
that the user may continue interacting with the most up-to-
date virtual assistant regardless of which electronic device
the user interacts.

[0052] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 2
are not intended to limit method 200 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0053] FIG. 3 is a block diagram illustrating an input
processor.
[0054] Input processing unit 300 is configured to receive

inputs. In some example aspects, input processing unit 300
may be configured to process input data automatically
according to at least one machine-learning algorithm that is
trained on at least one dataset associated with at least one
established database. The established database may consist
of a selection of eye-gaze signals, thousands of pre-sorted
images that indicate whether a person is looking at or away
from a device, predefined gestures, etc. Eye gaze data may
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include, but is not limited to, eye fixation time, eye glint
data, pupil dilation and constriction, blink rates, and corneal
reflection, among others. The at least one machine-learning
algorithm may be trained on a set of logical parameters that
are associated with this established database. The inputs may
include, but are not limited to, non-verbal input from a user,
verbal input from a user, non-user input (e.g., third-party
database input), and a combination of the aforementioned.
[0055] After input data is received by the input processor
300, the input decoder engine 302 may interpret the data.
Input decoder engine 302 may interpret the data by deter-
mining whether the input data should be converted to
machine-readable format. For example, the input received
by input processor 300 may be in raw form, e.g., eye-gaze
signals, gestures, verbal input, etc. The raw input may
require conversion to machine-readable format before the
processing may commence. The input decoder engine 302
may employ a data conversion scheme to convert raw input
data into machine-readable format. For instance, the data
conversion scheme may comprise normalizing the data
and/or structuring the data so that the data may be consis-
tently transmitted to and/or analyzed by other engines within
input processor 300. If the input is determined to be in a
pattern of machine-readable bits that requires no further
conversion, the input may be transmitted to another engine
within input processor 300 for further processing.

[0056] In other example aspects, the input decoder engine
302 may determine the source of the input data and sort the
data accordingly prior to processing. For instance, a gesture
received by one user may be classified by the input decoder
engine 302 as belonging to a first user. A gesture received by
another user may be classified by the input decoder engine
302 as belonging to a second user. At least one machine-
learning algorithm or function within a machine-learning
algorithm may be generated for a specific user. As such,
pre-sorting the input according to a user may increase the
processing efficiency of the engagement system disclosed
herein.

[0057] In conjunction with a non-verbal user input, a
verbal user input may be received. In the event that a verbal
input is received by input processor 300, the input decoder
engine 302 may determine that the verbal input should be
processed by NLP engine 304. NLP engine 304 may parse
the input data and extract various semantic features and
classifiers, among other aspects of the input data, to deter-
mine whether the user desires to engage with the virtual
assistant. The input data may be converted into semantic
representations that may be understood and processed by at
least one machine-learning algorithm to intelligently disas-
semble the input data and determine an appropriate response
by the engagement system.

[0058] In other example aspects, the engagement system
may utilize infrared eye engine 306 to process non-verbal
input by a user. For instance, a strobed infrared illuminant
co-located with a high-resolution infrared camera may be
attached to, or in communication with, a virtual assistant
device. The high-resolution camera may be used to detect
whether the eyes of a user are looking in the direction of the
virtual assistant device. In some aspects, such a high-
resolution camera may be used for far-field input data or
near-field input data. For instance, “gaze detection” may be
performed by analyzing the reflection of the illuminant
(“glint™) at the center of the detected pupil. Light, typically,
infrared, may be reflected from the eye and sensed by the
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high-resolution camera or another optical sensor. The infor-
mation received by the high-resolution camera may trans-
mitted to input processor 300, and subsequently processed
by infrared eye engine 306. The gaze-detection input may be
analyzed to extract eye rotations from changes in the reflec-
tions. In some example aspects, the infrared eye engine 306
may process the corneal reflection (the first Purkinje image)
and center of the pupil. The engagement system may con-
tinuously track both the corneal reflection and center of the
pupil repeatedly over a period of time to determine where
(e.g., what direction) the user is looking. In another example
aspect, the infrared eye engine 306 may be associated with
a dual-Purkinje eye tracker, which analyzes reflections from
the front of the cornea (the first Purkinje image) and the back
of the lens (fourth Purkinje image) as gaze-detection fea-
tures to track. In yet another example aspect, the infrared eye
engine 306 may be associated with an optical device that
tracks more detailed features of the eye, such as retinal blood
vessels, and follows these features as the eye rotates.

[0059] Depending on the optical device that may be
employed by the virtual assistant engagement system, the
infrared eye engine 306 may be responsible for processing
data associated with pupil tracking and/or corneal reflection.
Additionally, the infrared eye engine 306 may also process
and analyze data related to the torsional component (i.e.,
cyclorotation) by using polar cross correlation methods and
iris pattern matching/tracking, among other methods known
to one of ordinary skill in the art.

[0060] In other example aspects, the virtual assistant
engagement system may utilize gaze-lock engine 308 in
conjunction with specially designed hardware equipped to
receive passive, appearance-based eye-contact signals, as
well as head-pose locations. For instance, by utilizing a
high-resolution camera that is configured to receive head-
pose locations in conjunction with a machine-learning algo-
rithm (e.g., support vector machine, or “SVM”), an accurate
determination as to whether the user is looking at the virtual
assistant device may be made. Initially, the gaze-lock engine
308 may receive the head-pose data and locate the eyes in
each image received. The eyes may be transformed into a
standard coordinate frame. In one example aspect, the eyes
may be located in an image by taking the eye corner
locations output from a commercial face and fiducial point
detector. An affine transformation may be applied to coor-
dinate frame within the image, and the two eye regions may
be concatenated together to form a complete image. The
gaze-lock engine 308 may proceed to mask out areas around
the eyes to better determine where the user is looking. The
mask may be a fixed-size ellipse with a major axis that lies
on the line segment connecting the two eye corners. Fol-
lowing the application of the mask, the remaining pixel
intensity values may be concatenated into a high-dimen-
sional feature vector that may be normalized to unit mag-
nitude. The unit-magnitude feature vector may represent the
final representation of the eyes’ appearance.

[0061] The gaze-lock engine 308 may proceed to project
the high-dimensional feature vector onto a low-dimensional
space via principal component analysis and/or multiple
discriminant analysis. The projected vector may then be
transmitted to at least one machine-learning algorithm, such
as an SVM, operating within the gaze-lock engine 308. The
at least one machine-learning algorithm may analyze the
projected vector and determine whether the eyes are in gaze
lock or not. If the at least one machine-learning algorithm
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determines that the projected vector is in gaze-lock, then the
gaze-lock engine 308 may retrieve those results and transmit
them to the Response Determination Engine 312, where the
results may indicate that the user desires to interact with the
virtual assistant device.

[0062] In other example aspects, the input processor 300
may utilize multimodal engine 310. For example, a user may
desire to interact with a virtual assistant device but may not
be looking at the virtual assistant device. As such, eye-
contact and eye-gaze data may be unavailable to receive and
process by the virtual assistant engagement system. As such,
multimodal engine 310 may be utilized to determine
whether the user intends to interact with the virtual assistant
device by identifying and processing a variety of data, such
as physical gestures, linguistic cues, spatial topology, and
other visual resources. For instance, a user may be looking
away from the virtual assistant device and pointing at a
location away from the device, while simultaneously saying,
“What is that?” If the virtual assistant engagement system
identifies the user as the only person in the room (and
perhaps an adjacent room where another virtual assistant
device may be located), then the engagement system may
determine that the user is intending to address the virtual
assistant. As a result, the virtual assistant may respond
accordingly. In another example aspect, the back of a user
may be turned away from the virtual assistant, yet the user
may still engage with the virtual assistant based on verbal
input and/or body posture. Multimodal engine 310 may be
compatible with various hardware devices that track physi-
cal movements using motion detection software and/or
gesture recognition software. Multimodal engine 310 may
also be associated with a high-resolution camera that utilizes
image and signal processing to identify and process the
layout of the surrounding environment. The layout of the
surrounding environment may be processed and used to
better determine whether a user is intending to engage a
virtual assistant. For instance, if a virtual assistant device is
placed in a living room, a user may frequently sit in a
specific spot in the living room while engaging with the
virtual assistant device. The more layouts that are captured
of the living room with the user in a certain location may
prompt the at least one machine-learning algorithm to expect
engagement when a user is detected in that location in the
environment. As such, when the engagement system detects
that a user is in that location within the living room, the
confidence level of engagement (as described in operation
206 of FIG. 2) may be automatically increased (and/or the
threshold required for engagement may be decreased).

[0063] Multimodal engine 310 may also be compatible
with optical sensory hardware (e.g., high-resolution cam-
eras), as described in relation with infrared eye engine 306
and gaze-lock engine 308. Multimodal engine 310 may
utilize this hardware in conjunction with other hardware
features to more accurately determine a user’s desire to
engage or disengage with a virtual assistant.

[0064] Response determination engine 312 may be con-
figured to receive processed input data. The processed input
data may be delivered directly from input decoder engine
302 or through another of the input processor engines (e.g.,
NLP Engine 304, Infrared Engine 306, Gaze-Lock Engine
308, Multimodal Engine 310, etc.). The response determi-
nation engine 312 may consider the processed input data
results in determining how best to respond to the input. For
instance, a user may desire to initiate a conversation with a
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virtual assistant, and the input received from the user may be
a series of eye-gaze signals and a hand gesture (e.g., wave).
The input may be processed by infrared engine 306 and
possibly multimodal engine 310. The processed results may
be analyzed by response determination engine 312 to deter-
mine that the most appropriate response to provide to the
user may be an engagement dialogue, such as “Hello, how
can [ be of assistance?” In another example aspect, a user
may be in front of a computer screen watching a video. The
computer may be running a virtual assistant. During the
video, the user may ask “What is that?” Although the
question does not include a “wake-up” word, the virtual
assistant engagement system may receive the dialogue and
promptly activate, responding to the user accordingly. The
system may not only receive the user’s verbal input, but the
system may also receive the user’s physical gesture of
pointing to the screen and the screen contents (e.g., a series
of screenshots may be captured and processed by the
engagement system).

[0065] In another example aspect, multiple people may be
together in a room with a virtual assistant device. The group
of users may wish to collectively engage with the virtual
assistant device. The device, through the use of infrared
sensing, gaze-lock tracking, or other multimodal methods,
may identitfy multiple eye-gaze signals, head-pose locations,
and other input data indicating that a group of users desires
to engage with the virtual assistant. The response determi-
nation engine 312 may then determine that the most appro-
priate response to the group of users is a verbal response that
may address everyone: “Hello, everyone. How can I be of
assistance?”

[0066] In yet another example aspect, a user may be
conversing with other individuals in the same room as the
virtual assistant device. The user may be quickly glance at
the virtual assistant device and ask, “What’s the weather like
tomorrow?” The user may then resume conversing with
another individual, turning his or her attention away from
the virtual assistant device. The virtual assistant engagement
system may receive the user input, both the verbal input and
the non-verbal eye-gaze signals that may have accompanied
the quick glance of the user. The input may be processed by
input processor 300, and response determination engine 312
may then determine how to respond appropriately. In this
specific instance, the quick glance may not have provided
enough indication to the virtual assistant engagement system
that the user desires to engage with the virtual assistant. If
the response determination engine 312 is unsure as to
whether the user intends to engage the virtual assistant, the
response determination engine 312 may determine that a
clarifying response inquiry may be the most appropriate
response: “Excuse me, are you asking me about the
weather?” In other example aspects, however, the at least
one machine-learning algorithm may process the quick
glance from the user and determine that the user does intend
to engage the virtual assistant. As such, the response deter-
mination engine 312 may provide an immediate answer to
the inquiry of the user: “The weather for tomorrow is 70
degrees with a slight chance of afternoon showers.”

[0067] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 3
are not intended to limit systems 300 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
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methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0068] FIG. 4 illustrates an example of near-field engage-
ment with a virtual assistant.

[0069] In some aspects, near-field engagement with a
virtual assistant may comprise a user being within about one
meter or less of an electronic device running a virtual
assistant application. For example, user 402 may be within
one meter of personal computer 404. Personal computer 404
may be equipped with eye-tracker hardware, such as eye-
tracker device 406. Eye-tracker device 406 may be a high-
resolution infrared sensing camera, or in other example
aspects, it may be a high-resolution camera powered by a
gaze-lock engine, such as gaze-lock engine 308. In some
aspects, the eye-tracker hardware 406 that is built into
personal computer 404 may be more adapted to support
near-field engagement than far-field engagement. For
instance, since a user typically engages with a personal
computer by sitting within about one meter and facing a
display device (or screen) of the personal computer, the
eye-tracker hardware 406 may be configured to be most
accurate when the user 402 is close in proximity to personal
computer 404.

[0070] User 402 may engage the virtual assistant by
looking at the virtual assistant search box 408 located in the
bottom left of the screen. Eye-gaze 410 (represented by a
peripheral triangular prism) of user 402 may be received by
eye-tracker hardware 406 and processed by the virtual
assistant engagement system. A response may be provided to
the user based on the user input. For instance, a quick glance
at the virtual assistant search box 408 may cause an indicator
light to turn on. In other example aspects, it may cause a
virtual assistant logo or other icon (e.g., a Cortana® logo) to
light up on the screen, and the contents of the search box 408
may change to indicate that the virtual assistant is in a
“ready” state. In yet other example aspects, the virtual
assistant may immediately respond back to the user, either
via textual output on the screen in search box 408, verbally
through the speakers attached to personal computer 404, or
a combination of both textual and verbal output.

[0071] Near-field engagement with a virtual assistant may
also occur when a user is interacting with a laptop computer,
mobile device or tablet, where a user tends to interact with
such devices within a proximity of about one meter of the
device. As such, built-in cameras may receive and process
the input from the user to determine the most appropriate
response to provide back to the user.

[0072] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 4
is not intended to limit systems 400 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0073] FIG. 5 illustrates an example of an engagement
indication.
[0074] As previously described in FIG. 4, one of the many

responses provided by the virtual assistant engagement
system may be the illumination of an indicator light and
perhaps a change in a virtual assistant search box. As
illustrated, search box 502 shows a virtual assistant that is
disengaged (or inactive). This may be evidenced by the
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grayed-out or non-illuminated virtual assistant icon 503.
Alternatively, as illustrated, search box 504 shows a virtual
assistant that is engaged, as evidenced by both the illumi-
nated virtual assistant icon 505 and the engagement textual
output located in the search box 504.

[0075] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 5§
is not intended to limit systems 500 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0076] FIG. 6 illustrates an example of a far-field engage-
ment with a virtual assistant.

[0077] Far-field engagement allows a user to interact with
a virtual assistant while farther away than one meter from
the virtual assistant device. For instance, a user 602 may
engage with virtual assistant device 604 by staring at the
virtual assistant device 604. The cameras 606 located on the
virtual assistant device may be high-resolution infrared
cameras that are configured to capture eye-contact data and
light reflections from distances of two to five meters. In
other example aspects, the high-resolution cameras may be
configured to capture gaze-lock data of the user. After a user
focuses on the virtual assistant device 604 for a period of
time, the virtual assistant 610 may engage the user. Initially,
the virtual assistant engagement system may provide an
indicator light. For instance, the virtual assistant device, or
at least a portion of it, may illuminate. In another example
aspect, the virtual assistant device may provide an indicator
sound to inform the user that the virtual assistant is prepared
to engage with the user.

[0078] Far-field engagement may also employ facial rec-
ognition technology. In some situations where multiple
people are in a room together with a virtual assistant device,
face recognition technology may allow the virtual assistant
engagement system to discern when a particular user desires
to engage with the virtual assistant. For example, the virtual
assistant engagement system may be receiving multiple
different dialogues from various people within the room, but
once the engagement system detects the face of the user
(e.g., owner) of the virtual assistant device, the engagement
system may focus on that user’s facial expressions in
addition to any dialog received from the user. Specifically,
the engagement system may employ the gaze-lock engine
308 to determine where (e.g., toward what direction and/or
at what location within the environment) the user is looking.
The engagement system may also employ the multimodal
engine 310 to determine the shape of the user’s lips if the
user is speaking. In some instances, because of a heightened
conversational volume, a virtual assistant device may be
unable to isolate verbal input from a specific user. In this
case, the engagement system may need to focus on the facial
features and actions of the user to decipher the intent of the
user to engage the virtual assistant, as well as the substance
of any inquiry directed at the virtual assistant. In aspects,
“facial features” may include but are not limited to distin-
guishing features enabling recognition of a particular indi-
vidual (e.g., eye distance, nose shape and size, mouth
placement and size, lip shape and size, and the like), facial
expressions (e.g., smiling, frowning, speaking, laughing,
and the like) and/or features of the eyes (e.g., eye color, pupil
dilation, eye shape, eye size, etc.).
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[0079] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIG. 6
is not intended to limit systems 600 to being performed by
the particular components described. Accordingly, addi-
tional topology configurations may be used to practice the
methods and systems herein and/or components described
may be excluded without departing from the methods and
systems disclosed herein.

[0080] FIG. 7A illustrates an example of a non-engaged
virtual assistant.

[0081] As illustrated, personal computer 701 A comprises
a feed 702A of an example of a detection process of a user
who is not engaged with a virtual assistant. In some example
aspects, the feed 702A may be displayed to the user. In other
example aspects, the feed 702A may not be displayed to the
user and operate internally to assist the engagement system
with detection. The indicator box 704A may represent a
detected gaze and/or proximity of the user to an engagement
box 706A, which represents an outer boundary (or thresh-
old) for engaging the virtual assistant. In some aspects, the
indicator box 704A may track the head position and other
spatial topological data, and the engagement box 706 A may
track the head-pose and eye-gaze of the user.

[0082] FIG. 7B illustrates an example of an engaged
virtual assistant.

[0083] When alignment is achieved between indicator box
704B and engagement box 706B, the virtual assistant search
bar 708B may illuminate. In some example aspects, an
indicator noise may play. After the indicator box 704B is
co-located within engagement box 706B for a predetermined
period of time, the virtual assistant may be activated, as may
be evidenced by a textual and/or graphical change in the
virtual assistant search box 708B and/or a verbal output
from the virtual assistant.

[0084] In some example aspects, eye-tracker hardware
710B may represent infrared optical hardware, high-resolu-
tion cameras configured for gaze-locking, an eye-gaze
tracker, and/or a multimodal machine equipped with at least
one sensor.

[0085] As should be appreciated, the various methods,
devices, components, etc., described with respect to FIGS.
7A and 7B are not intended to limit systems 700 to being
performed by the particular components described. Accord-
ingly, additional topology configurations may be used to
practice the methods and systems herein and/or components
described may be excluded without departing from the
methods and systems disclosed herein.

[0086] FIGS. 8-11 and the associated descriptions provide
a discussion of a variety of operating environments in which
aspects of the disclosure may be practiced. However, the
devices and systems illustrated and discussed with respect to
FIGS. 8-11 are for purposes of example and illustration and
are not limiting of a vast number of computing device
configurations that may be utilized for practicing aspects of
the disclosure, as described herein.

[0087] FIG. 8 is a block diagram illustrating example
physical components (e.g., hardware) of a computing device
800 with which aspects of the disclosure may be practiced.
The computing device components described below may
have computer-executable instructions for implementing a
virtual assistant engagement manager 820 on a computing
device (e.g., server computing device and/or client comput-
ing device). The computer-executable instructions for an
virtual assistant engagement manager 820 can be executed
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to implement the methods disclosed herein, including a
method of receiving non-verbal input to determine engage-
ment with a virtual assistant. In a basic configuration, the
computing device 800 may include at least one processing
unit 802 and a system memory 804. Depending on the
configuration and type of computing device, the system
memory 804 may comprise, but is not limited to, volatile
storage (e.g., random access memory), non-volatile storage
(e.g., read-only memory), flash memory, or any combination
of such memories. The system memory 804 may include an
operating system 805 and one or more program modules 806
suitable for running a virtual assistant engagement manager
820, such as one or more components with regard to FIGS.
1-7, and, in particular, a non-verbal input manager 811, a
Natural Language Processor (NLP) manager 813, a response
provider 815, and/or UX Component 817.

[0088] The operating system 805, for example, may be
suitable for controlling the operation of the computing
device 800. Furthermore, embodiments of the disclosure
may be practiced in conjunction with a graphics library,
other operating systems, or any other application program
and is not limited to any particular application or system.
This basic configuration is illustrated in FIG. 8 by those
components within a dashed line 808. The computing device
800 may have additional features or functionality. For
example, the computing device 800 may also include addi-
tional data storage devices (removable and/or non-remov-
able) such as, for example, magnetic disks, optical disks, or
tape. Such additional storage is illustrated in FIG. 8 by a
removable storage device 809 and a non-removable storage
device 810.

[0089] As stated above, a number of program modules and
data files may be stored in the system memory 804. While
executing on the processing unit 802, the program modules
806 (e.g., virtual assistant engagement manager 820) may
perform processes including, but not limited to, the aspects,
as described herein. Other program modules that may be
used in accordance with aspects of the present disclosure,
and in particular for receiving non-verbal input to determine
engagement with a virtual assistant, may include a non-
verbal input manager 811, an NLP manager 813, a response
provider 815, and/or UX Component 817, etc.

[0090] Furthermore, embodiments of the disclosure may
be practiced in an electrical circuit comprising discrete
electronic elements, packaged or integrated electronic chips
containing logic gates, a circuit utilizing a microprocessor,
or on a single chip containing electronic elements or micro-
processors. For example, embodiments of the disclosure
may be practiced via a system-on-a-chip (SOC) where each
or many of the components illustrated in FIG. 8 may be
integrated onto a single integrated circuit. Such an SOC
device may include one or more processing units, graphics
units, communications units, system virtualization units and
various application functionality all of which are integrated
(or “burned”) onto the chip substrate as a single integrated
circuit. When operating via an SOC, the functionality,
described herein, with respect to the capability of client to
switch protocols may be operated via application-specific
logic integrated with other components of the computing
device 800 on the single integrated circuit (chip). Embodi-
ments of the disclosure may also be practiced using other
technologies capable of performing logical operations such
as, for example, AND, OR, and NOT, including but not
limited to mechanical, optical, fluidic, and quantum tech-
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nologies. In addition, embodiments of the disclosure may be
practiced within a general-purpose computer or in any other
circuits or systems.

[0091] The computing device 800 may also have one or
more input device(s) 812 such as a keyboard, a mouse, a pen,
a sound or voice input device, a touch or swipe input device,
etc. The output device(s) 814 such as a display, speakers, a
printer, etc. may also be included. The aforementioned
devices are examples and others may be used. The comput-
ing device 800 may include one or more communication
connections 816 allowing communications with other com-
puting devices 850. Examples of suitable communication
connections 816 include, but are not limited to, radio fre-
quency (RF) transmitter, receiver, and/or transceiver cir-
cuitry; universal serial bus (USB), parallel, and/or serial
ports.

[0092] The term computer readable media as used herein
may include computer storage media. Computer storage
media may include volatile and nonvolatile, removable and
non-removable media implemented in any method or tech-
nology for storage of information, such as computer read-
able instructions, data structures, or program modules. The
system memory 804, the removable storage device 809, and
the non-removable storage device 810 are all computer
storage media examples (e.g., memory storage). Computer
storage media may include tangible storage media such as
RAM, ROM, electrically erasable read-only memory (EE-
PROM), flash memory or other memory technology, CD-
ROM, digital versatile disks (DVD) or other optical storage,
magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices, or any other article of
manufacture which can be used to store information and
which can be accessed by the computing device 800. Any
such tangible computer storage media may be part of the
computing device 800. Computer storage media may be
non-transitory media that does not include a carrier wave or
other propagated or modulated data signal.

[0093] Communication media may be embodied by com-
puter readable instructions, data structures, program mod-
ules, or other data in a modulated data signal, such as a
carrier wave or other transport mechanism, and includes any
information delivery media. The term “modulated data sig-
nal” may describe a signal that has one or more character-
istics set or changed in such a manner as to encode infor-
mation in the signal. By way of example, and not limitation,
communication media may include wired media such as a
wired network or direct-wired connection, and wireless
media such as acoustic, radio frequency (RF), infrared, and
other wireless media.

[0094] FIGS. 9A and 9B illustrate a mobile computing
device 900, for example, a mobile telephone, a smart phone,
wearable computer (such as a smart watch or head-mounted
display for virtual reality applications), a tablet computer, a
laptop computer, and the like, with which embodiments of
the disclosure may be practiced. In some aspects, the client
may be a mobile computing device. With reference to FIG.
9A, one aspect of a mobile computing device 900 for
implementing the aspects is illustrated. In a basic configu-
ration, the mobile computing device 900 is a handheld
computer having both input elements and output elements.
The mobile computing device 900 typically includes a
display 905 and one or more input buttons 910 that allow the
user to enter information into the mobile computing device
900. The display 905 of the mobile computing device 900
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may also function as an input device (e.g., a touch screen
display). If included, an optional side input element 915
allows further user input. The side input element 915 may be
a rotary switch, a button, or any other type of manual input
element. In alternative aspects, mobile computing device
900 may incorporate more or less input elements. For
example, the display 905 may not be a touch screen in some
embodiments. In yet another alternative embodiment, the
mobile computing device 900 is a portable phone system,
such as a cellular phone. The mobile computing device 900
may also include an optional keypad 935. Optional keypad
935 may be a physical keypad or a “soft” keypad generated
on the touch screen display. In various embodiments, the
output elements include the display 905 for showing a
graphical user interface (GUI), a visual indicator 920 (e.g.,
a light emitting diode), and/or an audio transducer 925 (e.g.,
a speaker). In some aspects, the mobile computing device
900 incorporates a vibration transducer for providing the
user with tactile feedback. In yet another aspect, the mobile
computing device 900 incorporates input and/or output
ports, such as an audio input (e.g., a microphone jack), an
audio output (e.g., a headphone jack), and a video output
(e.g., a HDMI port) for sending signals to or receiving
signals from an external device.

[0095] FIG. 9B is a block diagram illustrating the archi-
tecture of one aspect of a mobile computing device. That is,
the mobile computing device 900 can incorporate a system
(e.g., an architecture) 902 to implement some aspects. In one
embodiment, the system 902 is implemented as a “smart
phone” capable of running one or more applications (e.g.,
browser, e-mail, calendaring, contact managers, messaging
clients, games, and media clients/players). In some aspects,
the system 902 is integrated as a computing device, such as
an integrated personal digital assistant (PDA) and wireless
phone.

[0096] One or more application programs 966 may be
loaded into the memory 962 and run on or in association
with the operating system 964. Examples of the application
programs include phone dialer programs, e-mail programs,
personal information management (PIM) programs, word
processing programs, spreadsheet programs, Internet
browser programs, messaging programs, and so forth. The
system 902 also includes a non-volatile storage area 968
within the memory 962. The non-volatile storage area 968
may be used to store persistent information that should not
be lost if the system 902 is powered down. The application
programs 966 may use and store information in the non-
volatile storage area 968, such as email or other messages
used by an email application, and the like. A synchronization
application (not shown) also resides on the system 902 and
is programmed to interact with a corresponding synchroni-
zation application resident on a host computer to keep the
information stored in the non-volatile storage area 968
synchronized with corresponding information stored at the
host computer. As should be appreciated, other applications
may be loaded into the memory 962 and run on the mobile
computing device 900, including the instructions for receiv-
ing non-verbal input to determine engagement with a virtual
assistant as described herein (e.g., non-verbal input manager
811, an NLP manager 813, a response provider 815, and/or
UX Component 817, etc.).

[0097] The system 902 has a power supply 970, which
may be implemented as one or more batteries. The power
supply 970 may further include an external power source,
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such as an AC adapter or a powered docking cradle that
supplements or recharges the batteries. The system 902 may
also include a radio interface layer 972 that performs the
function of transmitting and receiving radio frequency com-
munications. The radio interface layer 972 facilitates wire-
less connectivity between the system 902 and the “outside
world,” via a communications carrier or service provider.
Transmissions to and from the radio interface layer 972 are
conducted under control of the operating system 964. In
other words, communications received by the radio interface
layer 972 may be disseminated to the application programs
966 via the operating system 964, and vice versa.

[0098] The visual indicator 920 may be used to provide
visual notifications, and/or an audio interface 974 may be
used for producing audible notifications via an audio trans-
ducer 925 (e.g., audio transducer 925 illustrated in FIG. 9A).
In the illustrated embodiment, the visual indicator 920 is a
light emitting diode (LED) and the audio transducer 925
may be a speaker. These devices may be directly coupled to
the power supply 970 so that when activated, they remain on
for a duration dictated by the notification mechanism even
though the processor 960 and other components might shut
down for conserving battery power. The LED may be
programmed to remain on indefinitely until the user takes
action to indicate the powered-on status of the device. The
audio interface 974 is used to provide audible signals to and
receive audible signals from the user. For example, in
addition to being coupled to the audio transducer 925, the
audio interface 974 may also be coupled to a microphone to
receive audible input, such as to facilitate a telephone
conversation. In accordance with embodiments of the pres-
ent disclosure, the microphone may also serve as an audio
sensor to facilitate control of notifications, as will be
described below. The system 902 may further include a
video interface 976 that enables an operation of peripheral
device 930 (e.g., on-board camera) to record still images,
video stream, and the like.

[0099] A mobile computing device 900 implementing the
system 902 may have additional features or functionality.
For example, the mobile computing device 900 may also
include additional data storage devices (removable and/or
non-removable) such as, magnetic disks, optical disks, or
tape. Such additional storage is illustrated in FIG. 9B by the
non-volatile storage area 968.

[0100] Data/information generated or captured by the
mobile computing device 900 and stored via the system 902
may be stored locally on the mobile computing device 900,
as described above, or the data may be stored on any number
of storage media that may be accessed by the device via the
radio interface layer 972 or via a wired connection between
the mobile computing device 900 and a separate computing
device associated with the mobile computing device 900, for
example, a server computer in a distributed computing
network, such as the Internet. As should be appreciated such
data/information may be accessed via the mobile computing
device 900 via the radio interface layer 972 or via a
distributed computing network. Similarly, such data/infor-
mation may be readily transferred between computing
devices for storage and use according to well-known data/
information transfer and storage means, including electronic
mail and collaborative data/information sharing systems.
[0101] As should be appreciated, FIGS. 9A and 9B are
described for purposes of illustrating the present methods
and systems and are not intended to limit the disclosure to



US 2019/0187787 Al

a particular sequence of steps or a particular combination of
hardware or software components.

[0102] FIG. 10 illustrates one aspect of the architecture of
a system for processing data received at a computing system
from a remote source, such as a general computing device
1004 (e.g., personal computer), tablet computing device
1006, or mobile computing device 1008, as described above.
Content displayed at server device 1002 may be stored in
different communication channels or other storage types.
For example, various documents may be stored using a
directory service 1022, a web portal 1024, a mailbox service
1026, an instant messaging store 1028, or a social network-
ing service 1030. The virtual assistant engagement manager
1021 may be employed by a client that communicates with
server device 1002, and/or the virtual assistant engagement
manager 1020 may be employed by server device 1002. The
server device 1002 may provide data to and from a client
computing device such as a general computing device 1004,
a tablet computing device 1006 and/or a mobile computing
device 1008 (e.g., a smart phone) through a network 1015.
By way of example, the computer system described above
with respect to FIGS. 1-9 may be embodied in a general
computing device 1004 (e.g., personal computer), a tablet
computing device 1006 and/or a mobile computing device
1008 (e.g., a smart phone). Any of these embodiments of the
computing devices may obtain content from the store 1016,
in addition to receiving graphical data useable to either be
pre-processed at a graphic-originating system or post-pro-
cessed at a receiving computing system.

[0103] As should be appreciated, FIG. 10 is described for
purposes of illustrating the present methods and systems and
is not intended to limit the disclosure to a particular
sequence of steps or a particular combination of hardware or
software components.

[0104] FIG. 11 illustrates an exemplary tablet computing
device 1100 that may execute one or more aspects disclosed
herein. In addition, the aspects and functionalities described
herein may operate over distributed systems (e.g., cloud-
based computing systems), where application functionality,
memory, data storage and retrieval and various processing
functions may be operated remotely from each other over a
distributed computing network, such as the Internet or an
intranet. User interfaces and information of various types
may be displayed via on-board computing device displays or
via remote display units associated with one or more com-
puting devices. For example, user interfaces and information
of various types may be displayed and interacted with on a
wall surface onto which user interfaces and information of
various types are projected. Interaction with the multitude of
computing systems with which embodiments of the disclo-
sure may be practiced include, keystroke entry, touch screen
entry, voice or other audio entry, gesture entry where an
associated computing device is equipped with detection
(e.g., camera) functionality for capturing and interpreting
user gestures for controlling the functionality of the com-
puting device, and the like.

[0105] As should be appreciated, FIG. 11 is described for
purposes of illustrating the present methods and systems and
is not intended to limit the disclosure to a particular
sequence of steps or a particular combination of hardware or
software components.

[0106] The embodiments of the disclosure described
herein are implemented as logical steps in one or more
computer systems. The logical operations of the present
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disclosure are implemented (1) as a sequence of processor-
implemented steps executing in one or more computer
systems and (2) as interconnected machine or circuit mod-
ules within one or more computer systems. The implemen-
tation is a matter of choice, dependent on the performance
requirements of the computer system implementing the
disclosure. Accordingly, the logical operations making up
the embodiments of the disclosure described herein are
referred to variously as operations, steps, objects, or mod-
ules. Furthermore, it should be understood that logical
operations may be performed in any order, unless explicitly
claimed otherwise or a specific order is inherently necessi-
tated by the claim language.

[0107] The above specification, examples, and data pro-
vide a complete description of the structure and use of
exemplary embodiments of the disclosure. Since many
embodiments of the disclosure can be made without depart-
ing from the scope of the disclosure, the disclosure resides
in the claims hereinafter appended. Furthermore, structural
features of the different embodiments may be combined in
yet another embodiment without departing from the recited
claims.

What is claimed is:
1. A processor-implemented method for engaging a vir-
tual assistant, comprising:

receiving eye-gaze data as input on an electronic device;

processing the eye-gaze data to determine whether a
user’s gaze is directed toward a virtual assistant;

analyzing one or more attributes of the eye-gaze data to
determine whether the user intends to engage the
virtual assistant;

applying additional processing to verify that the user

intends to engage the virtual assistant; and

providing an indication that the virtual assistant is ready

to engage with the user.
2. The processor-implemented method of claim 1, further
comprising:
determining at least one response, wherein the at least one
response comprises at least one of: a verbal response,
a transmission of data, and a non-verbal indication; and

providing the at least one response via the virtual assis-
tant.

3. The processor-implemented method of claim 1,
wherein verifying that the user intends to engage the virtual
assistant is based on applying at least one machine-learning
algorithm.

4. The processor-implemented method of claim 2,
wherein providing the at least one response comprises
initiating a conversation with a user.

5. The processor-implemented method of claim 2,
wherein providing the at least one response comprises
maintaining a conversation with at least one user.

6. The processor-implemented method of claim 1,
wherein attributes of the eye-gaze data comprise at least one
of: an eye-gaze signal, a facial feature, a facial expression,
a gesture, and a body posture of a user.

7. The processor-implemented method of claim 6, further
comprising:

analyzing the facial feature, wherein analyzing the facial

feature of the user comprises utilizing at least one
high-resolution camera.
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8. The processor-implemented method of claim 7,
wherein analyzing the facial feature of the user comprises
evaluating at least one of: an eye feature, gaze-locking, and
infrared eye reflection.

9. The processor-implemented method of claim 1,
wherein applying additional processing further comprises
identifying at least one environmental topology.

10. The processor-implemented method of claim 9,
wherein the at least one environmental topology comprises
at least one of: a temperature reading, a weather forecast, an
ambient light reading, and a distance between the user and
the electronic device.

11. The processor-implemented method of claim 7,
wherein applying additional processing comprises determin-
ing an engagement confidence level.

12. The processor-implemented method of claim 6,
wherein the attributes of eye-gaze data comprise a combi-
nation of two or more of: an eye-gaze signal, a facial feature,
a facial expression, a gesture, and a body posture of a user.

13. The processor-implemented method of claim 1, fur-
ther comprising:

monitoring multiple users in proximity to at least one

virtual assistant device.

14. The processor-implemented method of claim 13,
wherein monitoring multiple users includes utilizing at least
one facial-recognition technology.

15. A computing device comprising:

at least one processing unit; and

at least one memory storing processor-executable instruc-

tions that when executed by the at least one processing

unit cause the computing device to:

receive eye-gaze data as input;

process the eye-gaze data to identify at least one
location of a user’s gaze on a display interface of the
computing device;
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based on the location of the user’s gaze, determine
whether the user intends to engage the virtual assis-
tant;

apply additional processing to verify that the user
intends to engage the virtual assistant; and

provide an indication that the virtual assistant is ready
to engage with the user.

16. The computing device of claim 15, wherein process-
ing the eye-gaze data involves utilizing at least one machine-
learning algorithm.

17. The computing device of claim 16, wherein applying
additional processing comprises determining an engagement
confidence level associated with determining that the user
intends to engage the virtual assistant.

18. A processor-readable storage medium storing instruc-
tions that when executed by one or more processors of a
computing device perform a method for analyzing eye-gaze
input, the method comprising:

receiving eye-gaze data as input on an electronic device;

processing the eye-gaze data to determine at least one

direction of a user’s gaze using at least one machine-
learning algorithm;

analyzing one or more attributes of the eye-gaze data to

determine that the user intends to engage a virtual
assistant; and

providing an indication that the virtual assistant is ready

to engage with the user.

19. The processor-readable storage medium of claim 18,
further comprising:

applying additional processing to verify that the user

intends to engage the virtual assistant.

20. The processor-readable storage medium of claim 18,
wherein applying additional processing comprises determin-
ing an engagement confidence level associated with deter-
mining that the user intends to engage the virtual assistant.
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